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Acute Pain Management for Patients Receiving Maintenance
Methadone or Buprenorphine Therapy
Daniel P. Alford, MD, MPH; Peggy Compton, RN, PhD; and Jeffrey H. Samet, MD, MA, MPH

More patients with opioid addiction are receiving opioid agonist
therapy (OAT) with methadone and buprenorphine. As a result,
physicians will more frequently encounter patients receiving OAT
who develop acutely painful conditions, requiring effective treat-
ment strategies. Undertreatment of acute pain is suboptimal med-
ical treatment, and patients receiving long-term OAT are at partic-
ular risk. This paper acknowledges the complex interplay among
addictive disease, OAT, and acute pain management and describes

4 common misconceptions resulting in suboptimal treatment of
acute pain. Clinical recommendations for providing analgesia for
patients with acute pain who are receiving OAT are presented.
Although challenging, acute pain in patients receiving this type of
therapy can effectively be managed.

Ann Intern Med. 2006;144:127-134. www.annals.org
For author affiliations, see end of text.

The treatment of opioid dependence, both on heroin
and prescription narcotics, with opioid agonist therapy

(OAT) (that is, methadone or buprenorphine) is effective:
It decreases opioid and other drug abuse, increases treat-
ment retention, decreases criminal activity, improves indi-
vidual functioning, and decreases HIV seroconversion (1–
5). Because of the increasing use of these medications for
prolonged periods in primary care, a practice called office-
based opioid treatment, nonaddiction specialists will be
treating more of these affected patients in clinical practice,
including those with episodes of acute pain (6–11).

Adequate treatment of acute painful conditions is an
essential dimension of quality medical care (12–17). Inad-
equate treatment is common among a wide spectrum of
patients (18–23). Nonopioid analgesics (for example, non-
steroidal anti-inflammatory drugs and acetaminophen) are
recommended for treating acute pain; however, moderate
to severe acute pain will often require opioid analgesics
(24). Physicians may not prescribe effective opioid analge-
sia across all patient populations because of fears of cogni-
tive, respiratory, and psychomotor side effects; iatrogenic
drug addiction; and prescription drug diversion (25, 26).
This tendency of health care professionals to undermedi-
cate patients with opioid analgesics has been termed opio-
phobia (27). Such fears are exaggerated when treating pa-
tients with a known history of a substance use disorder.
The provision of opioid analgesics to a patient with opioid
dependence receiving OAT can be particularly challenging
(28, 29).

We highlight the issues associated with the manage-
ment of acute pain in patients receiving OAT and describe
theoretical and empirical findings that suggest unique re-
quirements for opioid analgesia for such patients. In addi-
tion, we identify common misconceptions of health care
providers that underlie inadequate pain management and
provide practical recommendations for the analgesic man-
agement of acute pain in this special clinical population.
To help illustrate these issues, we present the following
clinical vignette from our experience.

A 29-year-old woman reported severe right arm pain af-
ter fracturing her olecranon process. She had a history of in-
jection heroin use and received methadone, 90 mg/d, in a
methadone maintenance program. In the emergency depart-
ment, she seemed uncomfortable and received one 2-mg dose of
intramuscular morphine sulfate over 6 hours. While hospital-
ized, she continued to report severe pain despite receiving her
daily methadone dose and intramuscular ketorolac. She was
told that her usual methadone dose should help control her
pain. She was labeled as “drug-seeking” because of her con-
stant requests for additional pain medications.

PAIN AND OPIOID DEPENDENCE

The clinical conditions of pain and opioid dependence
are not unrelated phenomena (30–32). Forty-one years
ago, Martin and Inglis (33) observed that opioid-addicted
patients abuse opioids to treat “an abnormally low toler-
ance for painful stimuli.” Opioids, whether administered
with analgesic or addictive intent, activate opiate receptors
in the locus coeruleus and amygdala, which provide both
analgesia and reward (34, 35).

The presence of one condition seems to influence the
expression of the other. Clinical examples of this include
how the presence of acute pain seems to decrease the eu-
phorogenic (pleasurable) qualities of the opioid (36) and
how the presence of addictive disease seems to worsen the
experience of pain. With respect to the latter, Savage and
Schofferman (37) found a decade ago that persons with
addiction and pain have a “syndrome of pain facilitation.”
Their pain experience is worsened by subtle withdrawal
syndromes, intoxication, withdrawal-related sympathetic
nervous system arousal, sleep disturbances, and affective
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changes, all consequences of addictive disease (37). Sup-
porting a negative effect of addiction on pain tolerance,
patients who abuse stimulants and those who abuse opioids
have been shown to be less tolerant of pain than their peers
in remission (38, 39).

The clinical approach is complicated by the confusing
and often misunderstood terminology used in pain man-
agement and addiction medicine (40–43). As detailed in
Table 1, physical dependence and tolerance are typical and
predictable physiologic consequences of opioid exposure.
These terms in and of themselves do not indicate maladap-
tive behaviors and do not meet the diagnostic criteria of
substance dependence (41) outlined in the Diagnostic and
Statistical Manual of Mental Disorders, 4th edition, text
revision, without, for example, loss of control or continued
use despite harm. Drug-seeking is another commonly ill-
defined term that may indicate the presence of addiction
but, as will be described, can also reflect pain relief–seeking
because of unrelieved pain or anxiety about pain manage-
ment (44).

COMMON MISCONCEPTIONS

Four common misconceptions of health providers re-
sult in the undertreatment of acute pain in patients receiv-
ing OAT: 1) The maintenance opioid agonist (methadone
or buprenorphine) provides analgesia; 2) use of opioids for
analgesia may result in addiction relapse; 3) the additive
effects of opioid analgesics and OAT may cause respiratory
and central nervous system (CNS) depression; and 4) the
pain complaint may be a manipulation to obtain opioid
medications, or drug-seeking, because of opioid addiction.

Misconception 1: The Maintenance Opioid Agonist
(Methadone or Buprenorphine) Provides Analgesia

There are pharmacokinetic and pharmacodynamic ex-
planations for why patients do not receive adequate anal-
gesia from maintenance opioids prescribed for addiction

treatment. Not only do the analgesic and addiction treat-
ment profiles of these opioids differ, but the neuroplastic
changes associated with long-term opioid exposure (that is,
tolerance and hyperalgesia) may effectively diminish their
analgesic effectiveness (45).

Analgesic Properties of Maintenance Opioids

Patients receiving maintenance therapy with opioids
for addiction treatment do not derive sustained analgesia
from it. Methadone and buprenorphine, potent analgesics,
have a duration of action for analgesia (4 to 8 hours) that is
substantially shorter than their suppression of opioid with-
drawal (24 to 48 hours) (46–50). Because most patients
receiving OAT are given a dose every 24 to 48 hours, the
period of even partial pain relief with these medications is
small.

Opioid Tolerance

Tolerance is one factor that explains why these pa-
tients derive little pain relief from maintenance opioids.
Tolerance, the need for increasing doses of a medication to
achieve its initial effects, develops with continuous opioid
use but differentially affects specific opioid properties. For
example, tolerance readily develops to the respiratory and
CNS depressive effects of opioids but not to their consti-
pating effects (51, 52). Analgesic tolerance develops for
different medications within the opioid class, a phenome-
non called cross-tolerance (53, 54). Doverty and colleagues
(55) found that patients receiving maintenance methadone
therapy were cross-tolerant to the analgesic effects of mor-
phine and that pain relief, when obtained, did not last as
long as expected. Therefore, cross-tolerance between the
opioids used for maintenance therapy and other opioids
used for analgesia may explain why patients receiving OAT
often require higher and more frequent doses of opioid
analgesics to achieve adequate pain control.

Table 1. Pain and Addiction Terminology*

Term Definition

Physical dependence Normal physiologic adaptation defined as the development of withdrawal or abstinence syndrome with abrupt dose reduction or
administration of an antagonist

Tolerance Normal neurobiological event characterized by the need to increase the dose over time to obtain the original effect
Cross-tolerance Normal neurobiological event of tolerance to effects of medication within the same class
Substance (opioid)

dependence (addiction)
Chronic neurobiological disorder defined as a pattern of maladaptive behaviors, including loss of control over use, craving and

preoccupation with nontherapeutic use, and continued use despite harm resulting from use with or without physical
dependence or tolerance

Pseudoaddiction Behavioral changes in patients that seem similar to those in patients with opioid dependence or addiction but are secondary to
inadequate pain control

Drug-seeking behaviors Directed or concerted efforts on the part of the patient to obtain opioid medication or to ensure an adequate medication supply;
may be an appropriate response to inadequately treated pain

Therapeutic dependence Patients with adequate pain relief may demonstrate drug-seeking behaviors because they fear not only the reemergence of pain
but perhaps also the emergence of withdrawal symptoms

Pseudo-opioid resistance Adequate pain relief continue to report persistent severe pain to prevent reduction in current opioid analgesic dose
Opioid-induced hyperalgesia A neuroplastic change in pain perception resulting in an increase in pain sensitivity to painful stimuli, thereby decreasing the

analgesic effects of opioids

* Adapted from references 40–44.
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Opioid-Induced Hyperalgesia

An alternative explanation for the lack of analgesia
derived from maintenance opioids may be the presence of
opioid-induced hyperalgesia. This is the result of neuro-
plastic changes in pain perception that yield an increase in
pain sensitivity. The outcome is that opioids have less po-
tent analgesic effects (45, 56–58). Empirical evidence sup-
ports increased sensitivity to experimental pain in patients
receiving OAT (33, 38, 55, 59–62), such that patients
receiving maintenance methadone therapy tolerate cold-
pressor pain only half as long as do matched controls (55,
59). Accumulating evidence suggests that maintenance
with buprenorphine therapy has similar and statistically
significant effects on pain tolerance, although to a lesser
degree than methadone (63). The pain intolerance of pa-
tients receiving methadone and buprenorphine mainte-
nance therapy can be conceptualized as a latent hyperalge-
sia secondary to long-term opioid exposure.

The presence of hyperalgesia with ongoing opioid use
has resulted in reexamination of the previously described
phenomenon of opioid analgesic tolerance. Both hyperal-
gesia and opioid tolerance involve neuroplastic changes as-
sociated with excitatory amino acid (N-methyl-D-aspartate)
and opioid receptors (64–70). The hyperalgesic processes
precipitated by opioid administration serve to counteract
opioid analgesia (56, 71–73); thus, it is possible that what
seems to be opioid analgesic tolerance may in fact be an
expression of an opioid-induced increased sensitivity to
pain.

Therefore, despite the benefits of OAT for the opioid-
dependent person, the accompanying hyperalgesia (or an-
algesic tolerance) counteracts the analgesic effects of opi-
oids and complicates pain management. At clinically
effective doses for the treatment of opioid dependence, pa-
tients do not experience analgesia to experimental pain but
demonstrate the hyperalgesic effects of OAT. Thus, from a
theoretical and experimental basis, it is clear that the per-
ception of pain is not decreased in OAT patients.

Misconception 2: Use of Opioids for Analgesia May
Result in Addiction Relapse

A common concern of physicians is that the use of
opioids for analgesia in patients receiving OAT May result
in relapse to active drug use. However, there is no evidence
that exposure to opioid analgesics in the presence of acute
pain increases rates of relapse in such patients. A small
retrospective study (74) of patients enrolled in mainte-
nance methadone programs who received opioid analgesics
after surgery did not find a difference in relapse indicators
compared with matched patients receiving maintenance
methadone therapy. Similarly, no evidence of relapse was
seen in 6 patients receiving methadone maintenance ther-
apy who were treated with opioid analgesics for cancer-
related pain (75). In fact, relapse prevention theories would
suggest that the stress associated with unrelieved pain is
more likely to be a trigger for relapse than adequate anal-

gesia. In a study by Karasz and colleagues (76), patients
receiving methadone maintenance therapy stated that pain
played a substantial role in their initiating and continuing
drug use.

Misconception 3: The Additive Effects of Opioid
Analgesics and OAT May Cause Respiratory and CNS
Depression

Physicians’ concerns that opioid analgesics will cause
severe respiratory or CNS depression in patients receiving
OAT is a theoretical risk, which has never been clinically
demonstrated. As previously noted, tolerance to the respi-
ratory and CNS depressant effects of opioids occurs rapidly
and reliably (50–52). Similarly, patients with worsening
cancer-related pain who require dose escalations typically
do not exhibit respiratory and CNS depressant effects
when additional opioids are administered (75, 77–79). It
has been suggested that acute pain serves as a natural an-
tagonist to opioid-associated respiratory and CNS depres-
sion (15, 43). This purported effect is supported by the
observation that a patient with chronic pain who was
treated with opioids developed signs of respiratory depres-
sion after a successful nerve block procedure (80). There-
fore, the concern about severe drug toxicity with analgesic
opioid treatment is not supported by clinical or empirical
experience.

Misconception 4: Reporting Pain May Be a Manipulation
To Obtain Opioid Medications, or Drug-Seeking,
because of Opioid Addiction

Physicians’ concerns about being manipulated by
drug-seeking patients is substantial, difficult to quantify,
and emotion-laden. It is a powerful motive underlying
physicians’ reservations about prescribing opioid analgesia
for acute pain to patients receiving OAT for opioid depen-
dence. Pain is always subjective, making assessment of its
presence and severity difficult. A careful clinical assessment
for objective evidence of pain will decrease the chance of
being manipulated by a drug-seeking patient and will sup-
port the use of opioid analgesics in patients with a history
of opioid dependence. Reports of acute pain with objective
findings are less likely to be manipulative gestures than are
reports of chronic pain with vague presentations. Further-
more, patients receiving OAT typically receive treatment
doses that block most euphoric effects of coadministered
opioids, theoretically decreasing the likelihood of opioid
analgesic abuse (81, 82).

Not uncommonly, patients dependent on opioids are
perceived by health care providers to be demanding when
hospitalized with acute pain. This scenario develops in part
because of the patients’ distrust of the medical community,
concern about being stigmatized, and fears that their pain
will be undertreated or that their OAT may be altered or
discontinued (76, 83). Patient anxiety related to these con-
cerns, which can be profound and well-founded, can com-
plicate provision of adequate pain relief.

Requests for opioid analgesia from patients receiving
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OAT may be labeled as drug-seeking behaviors, which are
defined as concerted efforts on the part of the patient to
obtain opioid medication, including engaging in illegal ac-
tivities (44). It is important to keep in mind that there may
be appropriate reasons for a patient to seek medication.
The distinction between appropriate drug-seeking and ad-
diction is harder to discern when the patient requests a
drug with known abuse potential, such as opioid analge-
sics, regardless of the apparent validity of the complaint. In
the case of unrelieved pain, drug-seeking behaviors arise
when a patient cannot obtain tolerable relief with the pre-
scribed dose of analgesic and seeks alternate sources or in-
creased doses, a phenomenon referred to as pseudoaddiction
(84). Alternately, patients receiving good pain relief may
exhibit drug-seeking behaviors because they fear not only
the reemergence of pain but perhaps also the emergence of
withdrawal symptoms. Rather than indicating addictive

disease, such behaviors, termed therapeutic dependence (85),
are actually efforts to maintain a tolerable level of comfort.
Other patients with adequate pain control may continue to
report persistent severe pain to prevent reduction in cur-
rent effective doses of opioid analgesics, a behavior termed
pseudo-opioid resistance (86).

RECOMMENDATIONS FOR TREATING ACUTE PAIN

General Recommendations
The appropriate treatment of acute pain in patients

receiving OAT includes uninterrupted therapy to address
the patient’s baseline opioid requirement for their addic-
tion treatment and aggressive pain management (Table 2).
As with all patients who have acute pain, nonpharmaco-
logic and nonopioid analgesic pain-relieving interventions
should be aggressively implemented. However, patients
with moderate to severe acute pain will often require opi-
oid analgesics (24). The literature suggests that undertreat-
ing acute pain may lead to decreased responsiveness to
opioid analgesics, thus making subsequent pain control
more difficult (54, 87). To decrease the total amount of
opioid provided to these patients, multimodal analgesia
(for example, nonsteroidal anti-inflammatory drugs and
acetaminophen) (88) and adjuvant analgesics that enhance
opioid effects (for example, tricyclic antidepressants) (89)
may be coadministered (90). Continuing the usual dose of
OAT, after the important step of verification with the pa-
tient’s provider or program, avoids worsening pain symp-
toms due to the increased pain sensitivity associated with
opioid withdrawal (77, 91, 92). Thus, daily opioid treat-
ment requirements must be met before attempting to
achieve analgesia. To decrease anxiety, patients should be
reassured that the treatment for their opioid addiction will
continue and that their pain will be aggressively treated.
When the increased pain sensitivity and cross-tolerance
with OAT are considered, adequate pain control will gen-
erally necessitate higher doses of opioid analgesic adminis-
tered at shorter intervals. Analgesic dosing should be con-
tinuous or scheduled, rather than as needed. Allowing pain
to reemerge before administering the next dose causes un-
necessary suffering and anxiety and increases tension be-
tween the patient and the treatment team.

Empirical data on the use of patient-controlled anal-
gesia in patients with substance dependence are limited.
Paige and colleagues (93) reported that although women
receiving maintenance therapy with methadone had higher
pain scores after cesarean section surgery, there was no
statistically significant difference in use of opioid analgesics
compared with controls. Boyle (94) reported on the suc-
cessful use of postoperative patient-controlled analgesia in
a patient who actively used heroin. Clinical experience sup-
ports consideration of patient-controlled analgesia in pa-
tients receiving OAT; increased control over analgesia min-
imizes patient anxiety about pain management.

The pharmacologic properties of opioids must be con-

Table 2. Recommendations for Treating Acute Pain in
Patients Receiving Opioid Agonist Therapy*

Addiction treatment issues
Reassure patient that addiction history will not prevent adequate pain

management.
Continue the usual dose (or equivalent) of OAT.
Methadone or buprenorphine maintenance doses should be verified by

the patient’s methadone maintenance clinic or prescribing physician.
Notify the addiction treatment program or prescribing physician regarding

the patient’s admission and discharge from the hospital and confirm
the time and amount of last maintenance opioid dose.

Inform the addiction treatment maintenance program or prescribing
physician of any medications, such as opioids and benzodiazepines,
given to the patient during hospitalization because they may show up
on routine urine drug screening.

Pain management issues
Relieve patient anxiety by discussing the plan for pain management in a

nonjudgmental manner.
Use conventional analgesics, including opioids, to aggressively treat the

painful condition.
Opioid cross-tolerance and patient’s increased pain sensitivity will often

necessitate higher opioid analgesic doses administered at shorter
intervals.

Write continuous scheduled dosing orders rather than as-needed orders.
Avoid using mixed agonist and antagonist opioids because they may

precipitate an acute withdrawal syndrome.
If the patient is receiving methadone maintenance therapy and requires

Continue methadone maintenance dose.
Use short-acting opioid analgesics.

If the patient is receiving buprenorphine maintenance therapy and requires
opioid analgesics, 4 options are available and should be chosen on
the basis of the anticipated duration of pain, treatment setting, and
response to the chosen option

Continue buprenorphine maintenance therapy and titrate short-acting
opioid analgesics (for pain of short duration only).

Divide buprenorphine dose to every 6–8 hours.
Discontinue buprenorphine maintenance therapy and use opioid

analgesics. Convert back to buprenorphine therapy when acute pain
no longer requires opioid analgesics.

If the patient is hospitalized, discontinue buprenorphine therapy, treat
opioid dependence with methadone at 20–40 mg, and use short-acting
opioid analgesics to treat pain. Have naloxone available at the bedside.
Discontinue methadone therapy and convert back to buprenorphine
therapy before hospital discharge (for inpatients only).

* These recommendations are applicable only for patients receiving OAT who
require opioid analgesics. OAT � opioid agonist therapy.
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sidered when selecting an opioid analgesic for the patient
receiving OAT. Although opioids bind to multiple sub-
types of opioid receptors in the CNS, binding to the �
receptor subtype is primarily responsible for the analgesic
effect (95). Mixed agonist and antagonist opioid analgesics,
such as pentazocine (Talwin, Sanofi-Synthelabo Inc., New
York, New York), nalbuphine (Nubain, Bristol-Myers
Squibb Holdings Pharma, Ltd., Manati, Puerto Rico), and
butorphanol (Stadol, Bristol-Myers Squibb Co., Princeton,
New Jersey), must be avoided because they probably will
displace the maintenance opioid from the � receptor, thus
precipitating acute opioid withdrawal in these patients
(28). Combination products of opioid analgesics contain-
ing fixed doses of acetaminophen and an opioid (for exam-
ple, Percocet, Wilmington Laboratories, L.L.C., Wilming-
ton, Delaware, and Vicodin, Knoll Pharmaceuticals,
Mount Olive, New Jersey) should be limited to patients
not requiring large doses to avoid acetaminophen-induced
hepatic toxicity. Alternatively, each medication could be
prescribed individually at appropriate doses to achieve the
desired analgesic effect and to avoid hepatic damage.

Recommendations for Patients Receiving Maintenance
Methadone Therapy

Acute pain management for the patient receiving
maintenance methadone therapy should follow the afore-
mentioned general recommendations, which include using
opioid analgesics, when indicated, in addition to the pa-
tient’s daily methadone maintenance dose (Table 2). If the
patient is hospitalized, in addition to dose verification, the
methadone maintenance program should be notified at the
time of hospital admission and discharge, in part to make
program clinical staff aware of any controlled substances
that were given to the patient and may be detectable by
drug testing. If the patient is not receiving oral intake, the
methadone dose can be given parenterally. Intramuscular
or subcutaneous methadone dosing should be given as half
to two thirds the maintenance dose divided into 2 to 4
equal doses (48, 96, 97).

Recommendations for Patients Receiving Maintenance
Buprenorphine Therapy

Clinical experience treating acute pain in patients re-
ceiving maintenance therapy with buprenorphine is lim-
ited. Pain treatment with opioids is complicated by the
high affinity of buprenorphine for the � receptor. This
high affinity risks displacement of, or competition with,
full opioid agonist analgesics when buprenorphine is ad-
ministered concurrently or sequentially. There are several
possible approaches for treating acute pain that requires
opioid analgesia in the patient receiving buprenorphine
therapy (Table 2). With such limited clinical experience,
the following treatment approaches are based on available
literature, pharmacologic principles, and published recom-
mendations. The most effective approach will be eluci-
dated with increased clinical experience. In all cases, be-
cause of highly variable rates of buprenorphine dissociation

from the � receptor, naloxone should be available and level
of consciousness and respiration should be frequently mon-
itored. Treatment options are as follows.

1. Continue buprenorphine maintenance therapy and
titrate a short-acting opioid analgesic to effect (90, 98).
Because higher doses of full opioid agonist analgesics may
be required to compete with buprenorphine at the � re-
ceptor, caution should be taken if the patient’s buprenor-
phine therapy is abruptly discontinued. Increased sensitiv-
ity to the full agonist with respect to sedation and
respiratory depression could occur.

2. Divide the daily dose of buprenorphine and admin-
ister it every 6 to 8 hours to take advantage of its analgesic
properties. For example, for buprenorphine at 32 mg daily,
the split dose would be 8 mg every 6 hours. The available
literature suggests that acute pain can be effectively man-
aged with as little as 0.4 mg of buprenorphine given sub-
lingually every 8 hours in patients who are opioid naive
(47, 99, 100). However, these low doses may not provide
effective analgesia in patients with opioid tolerance who are
receiving OAT. Therefore, in addition to divided dosing of
buprenorphine, effective analgesia may require the use of
additional opioid agonist analgesics (for example, mor-
phine).

3. Discontinue buprenorphine therapy and treat the
patient with full scheduled opioid agonist analgesics by
titrating to effect to avoid withdrawal and then to achieve
analgesia (for example, sustained-release and immediate-
release morphine) (90, 98, 101). With resolution of the
acute pain, discontinue the full opioid agonist analgesic
and resume maintenance therapy with buprenorphine, us-
ing an induction protocol (98, 102).

4. If the patient is hospitalized with acute pain, his or
her baseline opioid requirement can be managed and opi-
oid withdrawal can be prevented by converting buprenor-
phine to methadone at 30 to 40 mg/d. At this dose, meth-
adone will prevent acute withdrawal in most patients (97)
and, unlike buprenorphine, binds less tightly to the � re-
ceptor. Thus, responses to additional opioid agonist anal-
gesics will be as expected (that is, increasing dose will pro-
vide increasing analgesia). If opioid withdrawal persists,
subsequent daily methadone doses can be increased in 5- to
10-mg increments (103). This method allows titration of
the opioid analgesic for pain control in the absence of
opioid withdrawal. When the acute pain resolves, discon-
tinue the therapy with the full opioid agonist analgesic and
methadone and resume maintenance therapy with bu-
prenorphine, using an induction protocol (98, 102). If the
patient is discharged while full opioid agonist analgesics are
still required, then discontinue methadone therapy and
treat the patient as stated in the third buprenorphine ap-
proach.

If buprenorphine therapy needs to be restarted (bu-
prenorphine induction) after acute pain management (that
is, the third and fourth approaches), it is important to keep
in mind that buprenorphine can precipitate opioid with-
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drawal. Thus, a patient receiving a full opioid agonist reg-
ularly should be in mild opioid withdrawal before restart-
ing buprenorphine therapy (98, 102).

CONCLUSION

Addiction elicits neurophysiologic, behavioral, and so-
cial responses that worsen the pain experience and compli-
cate provision of adequate analgesia. These complexities
are heightened for patients with opioid dependency who
are receiving OAT, for whom the neural responses of tol-
erance or hyperalgesia may alter the pain experience. As a
consequence, opioid analgesics are less effective; higher
doses administered at shortened intervals are required.
Opioid agonist therapy provides little, if any, analgesia for
acute pain. Fears that opioid analgesia will cause addiction
relapse or respiratory and CNS depression are unfounded.
Furthermore, clinicians should not allow concerns about
being manipulated to cloud good clinical assessment or
judgment about the patient’s need for pain medications.
Reassurance regarding uninterrupted OAT and aggressive
pain management will mitigate anxiety and facilitate suc-
cessful treatment of pain in patients receiving OAT.
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Introducing Evidence-Based Practices into
Substance Abuse Treatment using Organization

Development Methods
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Abstract: Background: Dissemination of evidence-based practices (EBPs) in
addiction settings is a national priority. We tested Organization Development
(OD) methods for dissemination. Methods: Using OD in two addiction treatment
programs we developed an organization-specific treatment plan using employee
work teams with the goals of changes in organizational policies and procedures
and improvement in practitioner skills. Results: OD was effectively applied, but
EBPs were premature for these addiction programs because they first needed to
address more fundamental aspects of client-clinician interaction and agency treat-
ment philosophy. Conclusion: The OD approach in addiction treatment is comp-
lementary to other technology transfer efforts by being: (a) ‘‘organization-
centered,’’ engaging practitioners at all levels; (b) ‘‘needs-focused,’’ addressing
concerns of the particular organization; (c) flexible in its responsiveness to readi-
ness for change; and (d) relatively affordable. However, before absorbing EBPs,
substance abuse treatment organizations must develop strengths in delivering
fundamental aspects of care.

Keywords: Evidence-based practices, institutional change, organization develop-
ment, substance abuse treatment

INTRODUCTION

During the 1990s, deficiencies were identified in addiction treatment
agencies including: inadequately trained counselors with large caseloads,
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inconsistent beliefs about medications and confrontational counseling,
treatment plans without behavioral outcomes, and treatment modalities
without a clear rationale (1–3). Treatment providers saw the lack of inte-
gration of research in practice as resulting from the presentation of
research findings in a way that was not understandable, and studies that
did not advance treatment knowledge. To facilitate the transfer of
research-validated treatment technology to the field, management science
was employed to assist treatment organizations adopt evidence-based
practices (EBPs) (4, 5). Adoption of EBPs has been a significant challenge
in all areas of health care for centuries; acceptance of the practice of con-
suming citrus fruits to eliminate scurvy took more than a century (6, 7).
We used Organization Development (OD) to help addiction programs
implement EBPs and illustrate implementation challenges and accom-
plishments with two specific case studies.

METHODS

Examples of EBPs include the Center for Substance Abuse Treatment’s
(CSAT) Treatment Improvement Protocols (TIPs). Brown and Flynn
(8) criticized such approaches for their over-reliance on print media.
McLellan emphasized the need for ‘‘threat reduction’’ methods to engage
resistant staff, but noted that lack of skilled personnel was a barrier to
innovative methods (9). One model used on-site clinical instruction, men-
toring, and supervision to help workers use an EBP approach to family
treatment of substance abuse. Another model (11) used computer-
assisted collection of patient information on the Addiction Severity Index
and increased treatment completion rates from 45 to 70%. Since staff
training often results in only temporary behavior change, in the absence
of organizational supports (1, 12, 13), the OD approach was used to
accomplish essential change tasks (8): Prepare the organization for
change through motivational methods, assure sufficient resources for
implementation, and engage in outcome assessments.

The OD approach (14) engages employee teams in problem solving for
organizational assessment, diagnosis, and treatment. OD is distinguished
by the use of a change agent as catalyst to gather organizational data, feed
it back to the organization, and facilitate cross-functional agency teams in
diagnosing problems and planning and executing remedial action (15, 16).
The consultants were available to each agency for about 18 months, for
about 2 1=2 person-days per week. Employee ‘‘opinion leaders’’ were selec-
ted by the consultants and top management to participate in teams that
chose the intervention targets, designed the work plans, and implemented
the changes (14). Desired outcomes included: increased use of EBPs, knowl-
edge of their benefits, and mechanisms to ensure institutionalized change.
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The consultants familiarized administrators and staff with a range of
NIDA-endorsed EBPs using EBP manuals and protocols and tools for cli-
ent assessment and treatment planning. They recommended ways to modify
client intake and assignment procedures, and improve staff and manage-
ment communication.

TWO CASE STUDIES: DIVERGENT EXPERIENCES

Organization X

This organization is a free-standing, multi-function addiction program that
serves a racially- and ethnically-diverse, inner-city client population. A needs
assessment used focus groups with administrators, staff and clients with a
goal of introducing EBPs or EBP-related program elements. Support was
expressed for Motivational Interviewing as an EBP (18, 19). However, we
discovered two organizational problems: no common standards of client
care, and not all employees saw themselves as part of the therapeutic environ-
ment. Specific problems included confidentiality violations; breaches in
staff-client boundaries; and lack of respect for client self-determination.
The agency’s Consumer Advisory Committee was helpful in focusing
on these dysfunctional staff-client interactions. Further, staff members
took offence when clients relapsed or left the program, emphasized client def-
icits instead of strengths; and did not include clients in treatment planning.

The staff team recognized that implementing EBPs would require that
the agency develop standards for treating all clients as respected partners in
treatment. Administrators were surprised and initially alarmed at these
conclusions, but then empowered the change team to write and implement
standards of care, adding them to new-employee orientation and clinical
staff training, and evaluating compliance with the standards. While such
direct feedback to administrators can cause a ‘‘stonewalling’’ of change,
it was positive here and provided quicker consequences for employees
who failed to function professionally in client interactions.

Clinical staff also learned Motivational Interviewing (18, 19) through
training sessions, ‘‘training of trainers’’ to continue the training through-
out the agency, and a Standards of Client Care manual emphasizing a
motivational approach to client care.

Organization Y

Organization Y is also a well-established addiction treatment agency
serving a racially- and ethnically-diverse, inner city client population with
a continuum of care. The consultants initially forged a strong alliance with
administrators, in contrast to Organization X where they relied on an
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employee change team. The process in organization Y was more ‘‘top-
down’’ for interpreting needs assessment findings, prioritizing needs, and
determining the EBPs to be adopted. Training targeted counselor and
supervisor skills. To reduce initial counselor and supervisor resistance to
EBPs, clinicians were told that they would not need to abandon their cur-
rent treatment approaches but that EBPs could be helpful in addressing
chronic or nagging problems in client care; EBPs could make the treatment
easier and more interesting for the clinician, and more understandable,
engaging and effective for the client. After several hours of training, staff
were asked to apply their newly acquired skills to selected clients on their
caseloads. The staff reviewed treatment plans completed prior to the EBP
training and revised those documents in keeping with new EBPs.

Administrators made policy and procedural changes to reinforce the
use of EBPs. These included sanctions for client non-compliance with
treatment, and monitoring counselor record keeping for client’s stage
of readiness for change and its use in treatment planning. However,
administrators were distressed at troublesome staff behaviors including
giving and receiving gifts, personal relationships with clients, and inap-
propriate use of counselor authority (both excessive use of authority
and failure to exercise authority when needed). When administrators con-
fronted staff, some aggressively defended their behavior, stating that the
multiply diagnosed, multi-stressed, and ethnically diverse clients on their
caseloads benefited from this non-traditional approach.

The extent to which counselors and supervisors used their newly
acquired EBPs remained unclear. Some believed that their prior counsel-
ing methods (however poorly defined) were equally effective as EBPs and
that clinicians should be free to utilize whatever methods they chose; this
frustrated administrators, but they lacked effective sanctions (e.g., staff
performance evaluation and dismissal mechanisms).

Two outcomes were (a) using new methods for organizing treatment
groups based on clinical rather than administrative factors, and (b) devel-
oping a treatment philosophy based on NIDA principles, incorporating
the goals of abstinence and harm reduction, and providing guidelines
for intensifying treatment for poorly performing clients.

DISCUSSION

Two variants of the OD approach were used in addiction agencies and
facilitated the introduction of EBPs in both settings. The approach was
‘‘systems-centered,’’ engaging key players in the change effort and allow-
ing the addiction program to remain in the driver’s seat, specifying the
desired target areas, content, and processes of change. The OD approach
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is also ‘‘needs-centered,’’ emphasizing what the organization’s members
think needs improvement, at its level of readiness for change. Thus, this
approach incorporates for organizations some of the same principles of
‘‘motivational enhancement’’ (19) that have been developed for indivi-
duals. The ‘‘open-agenda,’’ with the organization choosing the focus of
change, provides flexibility that is crucial in facilitating a permissive
environment for organizations to uncover issues of concern to staff,
administrators, and clients. The OD approach involves time-limited costs
that can be spread over some months. The actual cost of this model for
one agency, involving 2–3 person-days per week for 12 months is approxi-
mately $25,000, depending on the level of effort required of the consul-
tants. Employee teams can be expensive for the organization, however,
and compensatory time may need to be provided for the change team.

The OD approach could be available to a broad audience of addic-
tion programs. Areas where special expertise is required include group
facilitation and conflict-resolution. This work could be done by a pro-
gram ‘‘insider’’ but only if he=she has distance from the organization’s
problems and politics, since a major role of the ‘‘change agent’’ is to ally
with all parts of the organization. Finally, expertise is needed in the area
of EBPs and knowledge of the benefits and limitations of EBPs. Limita-
tions of this evaluation of the OD approach include testing in only two
organizations; and the intervention team was also the evaluation team.

OD is another option available for addiction programs interested in
adopting EBPs and can enhance the effectiveness of other approaches.
The model can harness the energy and creativity of the workers who will
use the changes, and includes the supervisors and administrators whose
support will be needed to reinforce the changes.
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Abstract

Background: To explore the willingness of primary care providers (PCPs) to encourage enrollment of patients into cancer prevention trials.

Methods: A self-administered survey was mailed to a random sample of PCPs in three geographic regions. Physicians were asked questions

about their knowledge and attitudes towards cancer prevention trials. We presented a clinical vignette of a woman at high risk for breast cancer

and asked if they would encourage her enrollment into a breast cancer chemoprevention trial (yes/no). Each survey included one of 16 possible

clinical vignettes where patient characteristics (age, race socioeconomic status, physical mobility and co-morbidity) varied dichotomously.

Bivariate analyses and logistic models were used to examine the independent effects of patient and physician characteristics on physician

decisions. Results: Two hundred and sixty-six surveys (50% response) were analyzed. The mean age of respondents was 48; 54% were White,

35% Asian and 5% Black. By design physicians were evenly distributed by gender, specialty and geographic location. Overall, 53% would

encourage enrollment into a breast cancer chemoprevention trial. Significant predictors of a recommendation to enroll were: geographic

location in California or Georgia, younger vignette patient and anticipating an increase in patient trust after recommending enrollment.

Conclusion: PCPs are less likely to encourage elderly patients to enroll into cancer chemoprevention trials. Decisions differ based on

geographic location and perceived trust in the patient–provider relationship. To achieve successful enrollment, trial investigators must

continue to educate PCPs and ensure a strong PCP–patient relationship is maintained.

# 2005 International Society for Preventive Oncology. Published by Elsevier Ltd. All rights reserved.

Keywords: Breast neoplasms; Chemoprevention; Clinical trials; Decision making; Experimental design; High-risk patients; Patient-provider relationship;

Prevention trials; Primary care providers; Primary prevention; Regional variability; Response rate; Tamoxifen; Trial enrolment
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1. Introduction

Recruiting subjects to cancer chemoprevention trials is a

new challenge resulting from expanding prevention mod-

alities. With cancer incidence the endpoint, chemopreven-

tion trials require large numbers of at-risk participants for

extended periods. Thus, recruitment strategies target

‘‘healthy’’ asymptomatic individuals who may not perceive

themselves as at-risk. Such eligible participants are not

typically under oncology specialty care. As a result, primary
* Corresponding author. Tel.: +1 617 638 8036; fax: +1 617 638 8026.

E-mail address: Tracy.Battaglia@bmc.org (T.A. Battaglia).

0361-090X/$30.00 # 2005 International Society for Preventive Oncology. Publ

doi:10.1016/j.cdp.2005.09.005
care physicians (PCPs), who are increasingly called upon to

incorporate risk assessment into their practice [1], are

important partners for trial investigators.

Lack of physician recommendation is a leading reason for

inadequate accrual in both cancer treatment [2–4] and

chemoprevention trials [5,6]. This study sought to identify

factors associated with PCP decisions to encourage patient

enrollment into a breast cancer chemoprevention trial.

2. Methods

Previous work [7] informed the development of a 51-item

questionnaire to assess physician knowledge and attitudes
ished by Elsevier Ltd. All rights reserved.
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Table 1

Survey measurements: physician knowledge and attitudes

Number of questionsMeasurement Scale

Awareness of breast cancer

chemoprevention trials

5 Sum of positive response to

five yes/no questions

Scale 0–5; 0, not aware; 5,

very aware

Knowledge of breast cancer

chemoprevention trial outcomes

4 Sum of correct response to

four yes/no questions

Scale 0–4; 0, none correct; 4,

all correct

Experience with tamoxifen 2 Sum of positive response to

two yes/no questions

Scale 0–2; 0, no personal

experience; 2, experienced

Trust score 1 Response to a single five-point likert question:

‘‘If you encouraged this patient to enroll in this trial,

how would it change her trust in you as her doctor?’’

Scale 1–5; 1, trust you much less; 5,

trust you much more

Control score 1 Response to a single three-point likert question: ‘‘If this

patient were to enroll in a breast cancer prevention trial,

do you feel that care of this patient from your office will . . .’’

Scale 1–3; 1, decrease; 3, increase
(Table 1) regarding chemoprevention trials. To reflect

geographic variation in cancer care [8,9], the self-

administered survey was mailed to PCPs in three regions:

Detroit, MI; Atlanta, GA and San Francisco, CA. Physicians

were randomly selected from local Board of Registration

Databases and stratified by gender, specialty (family

practice, internal medicine) and geographic region. Non-

responding physicians received up to three surveys and eight

phone calls. The third survey included a prepaid US$ 10

incentive.

We used a fractional factorial experimental design [10]

to examine medical decision-making in the absence of

observational confounding. We developed several versions

of a clinical vignette describing a physician encounter with

an at-risk woman who recently underwent a benign breast

biopsy. In each version, the patient presents with a

medically identical ‘‘case’’ however, the patient may differ

by five dichotomous characteristics: age (80 versus 65), race

(Black versus White), socioeconomic status (middle versus

low-income), co-morbidity (none versus hypertension and

diabetes) and mobility (ambulatory versus aided by

walker). Using the five dichotomous factors in a complete

factorial design would yield 25 or 32 possible vignette

combinations of all five characteristics. In order to allow for

fewer versions of the vignette, a balanced fraction (in this

case 1/2 = 16) of all possible vignette combinations was

selected. The subset chosen was well-balanced (e.g. half

were 80, half White, etc.) and therefore allows for

statistically powerful estimates of all main effects and

two-way interactions. Each participant was presented only

one of the 16 versions of the clinical vignette and asked

whether they would encourage her enrollment into a trial

randomizing to tamoxifen versus placebo to reflect the

ongoing National Surgical Adjuvant Breast and Bowel

Project Breast Cancer Prevention Trial (P-1) [11]. Halfway

through data collection, the P-1 trial was unblinded after

finding a 49% reduction in invasive breast cancer among

those taking tamoxifen. Thereafter, the vignette asked

participants whether they would encourage enrollment into

a trial randomizing to tamoxifen versus raloxifene to reflect

the P-2 trial [12].
Preliminary analyses found no difference in physician

decision-making pre and post P-1 trial findings, so data were

combined for future analyses. Chi-square and Wilcoxen rank

sum tests were used for bivariate comparisons. A multiple

logistic regression model included significant variables from

bivariate analyses; missing values were assigned the mean

value of the responding participants.
3. Results

Of 1211 surveys mailed, 565 were eligible (6 deceased,

46 retired, 144 not practicing primary care, 450 incorrect

address) and 281 (50%) responded. Fifteen were dropped for

not answering the main outcome question, leaving 266

surveys for analysis. Reflecting study design, respondents

were evenly distributed by gender, specialty and geographic

location. Mean age of participants was 48; 54% identified

themselves as White, 35% Asian, 5% Black; 39% had one or

more patients enrolled in some clinical trial and the median

number of patients seen weekly was 85.

Overall, 53% of participants encouraged the woman in

the clinical vignette to enroll into a breast cancer

chemoprevention trial. Physicians in Michigan were less

likely to encourage enrollment than physicians in California

or Georgia (40% versus 62% and 59%, p = 0.007). Though

neither awareness of the existing breast cancer chemopre-

vention trials nor knowledge of the P-1 trial outcome were

associated with physician decisions, 70% of physicians who

encouraged enrollment were experienced with using

tamoxifen compared with only 58% of those who did not

encourage enrollment ( p = 0.04) (Table 2). The majority of

physicians did not feel that encouraging trial enrollment

would change patient trust (70% trust score = 3) or the

control they had in patient care (71% control score = 2).

However, 31% of physicians who encouraged trial enroll-

ment felt that patient trust would increase (trust score = 4

and 5) after encouraging the trial compared with only 6%

among those who did not encourage trial enrollment

( p < 0.0001). Similarly, 15% of those who encouraged

trial enrollment felt care from their office would increase
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Table 2

Variation in decision to encourage enrollment by knowledge and attitude scores

Knowledge/attitude score Percentage of physicians p-Value OR (95% CI)a

Encourage

enrollment N = 141

Do not encourage

enrollment N = 125

Awareness

0, not aware 4 7 0.21 –

1 6 7

2 43 30

3 31 26

4 14 22

5, very aware 2 8

Knowledge

0, none correct 2 2 0.10 –

1 29 48

2 21 9

3 20 14

4, all correct 28 27

Experience

0, no experience 10 15 0.04 0.4 (0.16, 1.01)

1 20 27 0.6 (0.28, 1.12)

2, experienced 70 58 xxx

Trust

1, much less 0 6 <0.0001

2, less 2 14 0.07 (0.01, 0.33)

3, no change 67 74 xxx

4, more 24 6 8.3 (3.3, 20.9)

5, much more 7 0

Control

1, decrease 15 20 0.06 1.14 (0.51, 2.56)

2, stay same 70 73 xxx

3, increase 15 7 2.6 (0.89, 7.57)

a Multivariate model controlled only for those variables statistically significant in bivariate analyses: vignette patient age, physician geographic location,

experience with tamoxifen, trust score and control score.
(control score = 3) after encouraging the trial compared with

only 7% who did not encourage trial enrollment ( p = 0.06).

Physicians recommended trial enrollment 44% of the

time when the vignette patient was 80 years old compared to

61% when she was 65 ( p = 0.006). No differences in

physician decision-making were found based on patient

race, socioeconomic status, co-morbidity or mobility.

In multiple logistic regression analysis controlling for

only those variable significant in bivariate analyses (vignette

patient age, physician geographic location, experience with

tamoxifen, trust and control score) experience with

tamoxifen and control in patient care were no longer

significant predictors of encouraging trial enrollment while

geographic location in California or Georgia, younger

vignette patient age and higher trust score remained

significant (Table 2).
4. Discussion

Primary care providers are uniquely positioned to

identify, educate and encourage subject participation for

cancer prevention trials. This is the first reported study to
look at PCP decision-making for a chemoprevention trial.

Given a hypothetical case of a woman approached to

enroll in a breast cancer chemoprevention trial, greater

than half surveyed were willing to encourage the patient

to enroll. This pattern did not change after the P-1 trial

[11] released its findings in favor of tamoxifen which

underscores the importance of understanding what factors

do influence PCP willingness to encourage enrollment.

This is especially true as more recent studies find that

even in the presence of favorable evidence, PCPs are

unwilling to recommend chemoprevention to high risk

patients [13].

Our finding that advancing age is associated with not

recommending chemoprevention trial enrollment supports

the notion that provider recommendation plays a major role

in the representation of older subjects in clinical trials

[14,15]. Eligibility criteria for the P-1 trial [11] served as the

basis for our study. Though there was no upper age limit for

P-1 trial enrollment, women were considered ineligible if

their life expectancy was <10 years. The difference in

enrollment of 80-year-old versus 65-year-old women may

reflect provider’s appropriate perception of this risk–benefit

ratio. About half of the 80-year-old women in the vignettes
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would have been eligible for enrollment based on a

favorable life expectancy since the average woman who

reaches the age of 80 has a life expectancy of over 7 years

[16]. The failure to find an association between physician

decision and patient race, co-morbidity or physical mobility

suggests that PCPs may use age alone in their decision-

making. This finding goes against recommended practices to

consider life expectancy when making clinical decisions

among the elderly.

Regional variability in physician decision-making may

reflect similar geographic variation in the use of breast

conserving surgery [17,18]. This study also supports our

previous work that the integrity of the patient–provider

relationship may influence physician recommendation [7].

Though most physicians surveyed did not feel that patient

trust or control in patient care would change whether or not

they recommend enrollment, those who did feel that trust or

control in patient care would increase after recommending

enrollment were more likely to recommend the trial.

Similarly, those who anticipate a loss of patient trust or

control in their medical care were less likely to recommend

the trial. Though the association of control with decision-

making was not significant in multivariate modeling, further

analyses found trust and control to be closely correlated.

This finding may reflect physician concern over preserving

the threatened physician–patient relationships in the current

managed care environment [19,20].

One limitation to our study findings is the 50% response

rate. Though not optimal, this is consistent with existing

literature utilizing physician administered survey methodol-

ogy [21]. Thirty-seven percent of our study sample were

ineligible because of incorrect address using the Board of

Registration Files but is consistent with our prior work [22].

This high rate may reflect trainees who are transient.

Therefore our findings may not be generalizable to trainees

or those recently completing training.

To maximize accrual to cancer prevention trials, our

study suggests that trial investigators seeking PCP support

must not only educate these physicians, especially in certain

geographic locations, but they must help facilitate patient

trust and develop systems to allow the provider to maintain

active in their patient’s care during and after trial enrollment.
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BACKGROUND: Poor adherence to antihypertensives has been shown 
to be a significant factor In poor blood pressure (BP) control. Providers' 
communication with patients about their medJcation-taktng behavior 
may be central to Improving adherence. 

O&1ECTIVE: The goal of this study was to characterize the ways In 
which providers ask patients about medJcation taking. 

DESIGN: Clinical encounters between primary care providers and hy
pertensive patients were audlotaped at 3 Department of Veterans' Af
fairs medical centers, 

PARTICIPANTS: Primary care providers (n=9) and African-American 
and Caucasian patients (n=38\ who were diagnosed with hypertension 
(lITN). 

APPROACH: Transcribed audiotapes of clinical encounters were coded 
by 2 Investigators using qualitative analysis based on sociolinguistic 
techniques to Identify ways of asking about medication taking. Elec
tronic medical records were reviewed after the visit to determine the BP 
measurement for the day of the taped encounter. 

RESVLTS: Four different aspects of asking about medJcation were 
Identified: structure, temporality, style and content. Open-ended ques
tions generated the most discussion, while closed-ended declarative 
statements led to the least dJscusslon. Collaborative style and use oflay 
language were also seen to facilitate dtscussions. In 39% of encounters, 
providers did not ask about medication taking. Among patients with 
uncontrolled lITN, providers did not ask about medications 33% of the 
time, 

CONCLUSION: Providers often do not ask about medication-taking be
havior, and may not use the most effective communication strategies 
when they do, Focusing on the ways In which providers ask about 
patients' adherence to medications may Improve BP control. 

KEY WORDS: hypertension: medication adherence; provider-patient 
communication. 
001: 1O.1l1l/J.1525-1497.2006.00397.x 
J GEN INTERN MED 2006; 21:577-583. 

H yperten sion (HTN) affects more than 290/0 of the adult 
populatton V" and Increases the risk for adverse out

comes. Effective treatment of HTN has been shown to reduce 
this risk,3,4 yet studies have consistently shown that most pa
tients with established HTN have poorly controlled blood pres
sure (BP)5,6and that 300/0to 70% of patients do not take their 
BP medications as prescribed I.7-9. 
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for Health Quality, Outcomes and Economic Research, ENRM Veterans 
Hospital 1152), 200 Springs Road, BedJord, MA 01730 fe-mail: bok
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Poor adherence may be partially due to problems of ac
cess and cost of medication, however. patients' beliefs about 
HTN and medication may also playa significant role. In a na
tional survey. hypertensive patients reported that they dtscon
tinued antihypertensive therapy because they believed that 
they were cured (46%) and thought that they had been advised 
to stop by their provider (25%),10 Patients' nonadherence to 
medications has been attributed to both intentional (t.e. a 
conscious decision not to take medications) and unintentional 
(i.e., a failure to take medications due to poor understanding 
or forgetfulness) reasons. I I And yet, providers may be una
ware of patients' medication-taking behavior and patients' un
derstanding of how to use medications. Without this 
information, it is difficult for providers to distinguish between 
drug efficacy problems and medication adherence issues, Ef
fective communication is key to providers' assessment of pa
tients' adherence to medications, 

A patient-centered approach in which the provtder engag
es the patient in a process of shared decision making has been 
identified as an important factor in improving patient adher
ence, 12-14 Studies of patient-physician communication about 
medication-taking have found little evidence of joint patient 
and physician involvement in decision making and informa
tion sharing during consultations about medications, 14 and a 
dearth of in-depth questioning of patients about their medica
tion taking behaviors. 15 

One effective communication strategy which has repeat
edly helped improve clinical outcomes such as treatment ad
herence is "patient-centered counseling,..16This multifaceted 
strategy fosters clinicians' abilities to Identify barriers to treat
ment adherence relevant to each individual patient. 16 In this 
paper we focus on one specific facet. provider's assessment of a 
patient's medication adherence. which we posit as a crucial 
element for effective decision making about HTN management. 
We define an effective communication strategy as one that elic
its detailed information from the patient about how he/she is 

taking his/her antihypertensive medications. Although asking 
questions is a core feature of providers' clinical assessments, 
little research has focused on how questions are asked, Fifteen 
years ago, Steele et al., 17examining conversations about HTN 
medications, found that using direct and information-inten
sive approaches to assessing adherence were more effective 
than indirect approaches in detecting adherence problems, 
yet it is not clear how the growing literature and emphasis on 
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patient-physician communication may have influenced con
temporary interactions. 

We conducted a study to examine the ways in which pro
viders ask patients about medication taking in clinical encoun
ters using a qualitative sociolinguistic approach to analyze 
audiotapes of naturally occurring clinical encounters.P'v'" We 
conducted an in-depth analysis of the forms oflanguage used 
by providers in order to characterize the different communi
cation strategies that they used to ask about patients' medi
cation-taking behavior. how patients responded. and the 
relationship between these strategies and patients' BP control. 

METHODS 
The data were collected as part of the Physician lntervention to 
Improve Control of Hypertension (PITCH) project, funded by 
Department ofVeterans Affairs, HSR&D, The goal of the PITCH 
project was to assess the impact of a provider intervention to 
improve communication with patients about HTN, In this pa
per we report the results from analyses of baseline audlotaped 
patient-provider encounters before implementation of the 
Intervention. 

Participants 

Participants were recruited in primary care clinics at 3 large 
urban Veterans' Affairs Medical Centers, Patients who were 
African American or Caucasian and had a documented diag
nosis of HTN in at least 2 encounters in a single calendar year 
were eligible for the study. A convenience sample of eligible 
patients who presented in the cl1n1c for a non-urgent primary 
care appointment during the recruitment period were ap
proached by a research assistant and asked to have their 
appointment audtotaped, We recruited equal numbers of 
African-American and Caucasian patients, Providers were ap
proached by study investigators at each site and were eligible 
to participate if they were primary care physicians. physician 
assistants, or nurse practitioners participating in the parent 
project, and were the treating provider for enrolled study par
ticipants. Three providers from each site were audlotaped In 
clinical encounters with a total of 39 patients (9 to 15 patients 
per site); logistical considerations required we stop recruit
ment at this point. The Institutional Review Boards at all 3 
institutions approved the study and all patients and providers 
provided written Informed consent. 

Data Collection 

We audiotaped primary care visits of hypertensive patients 
with their providers, Providers and patients were told that they 
were participating in a study to examine communication be
tween patients and providers, Research assistants set up a 
tape recorder in the exam room, started the recording. and left 
the room. Electronic medical records were reviewed after the 
visit to determine the BP measurement for the day of the taped 
encounter, 

Analysis, All encounters were transcribed verbatim, Through a 
process of open inductive coding, we Identified 23 different 
communication activities related to HTN-that is, any commu
nication sequence in which HTN or BP was referenced. We then 
identified segments in which the provider asked the patient 

how s /he was taking prescribed medications and called this 
activity, "taking medication," One investigator, an expert in 
sociolinguistic analyses (B.B,), examined these segments and 
sub-coded the provider's utterances based on sociolinguistic 
discourse markers and structure.l? Including (1) the struc
ture, t.e., the use of interrogatives versus declaratives and the 
use of open-ended versus closed-ended statements; (2) the 
verb form indicating temporality (assessment of general be
havior vs. specific time-limited behavior); (3) the content of 
language used; and (4) the style of interaction. The content was 
categorized based on types of terminology used In discussing 
medication, The style of interaction was identified by the ways 
in which the provider responded to patients' expressed prob
lems or concerns. Based on these analyses, we developed a 
taxonomy of communication strategies that providers used to 
ask patients about their medication-taking behavior. A second 
investigator (N,K,) reviewed coded segments and, through It
erative consensus, agreed upon the taxonomy. We also exam
Ined the content and extent of patient responses to different 
ways of being asked about medication-taking behaviors. Pa
tient's BP control was determined to be either controlled 
« 140/90) or uncontrolled (> 140/90), and we examined the 
different strategies used in these 2 groups. 

RESULTS 

One encounter was eliminated from analysts due to poor audio 
quality, leaving a total of 38 dialogs for analysis. Patients 
(Table 1) were all male with an average age of65,9 years. More 
than two-thirds had graduated from high school and 39% had 
some level of higher education. Patients were largely poor, with 
over 42% earning $20,000 or less per year and 37% earning 
between $20.001 and $40,000. Fifty percent self-Identified as 
African American and 50% self-Identified as Caucasian, 

There were 15 interactions (39%) In which no segments of 
text were coded "taking medication." At no time during these 
encounters did the providers ask about their patients' medi
cation-taking behavior. In 2 cases there was no discussion 
about HTN at all. In the others, communication about HTN 
Included explanations of HTN and Its sequelae, provision of 
new prescriptions for medications, and discussions of diet and 
exercise to control HTN. In the 23 remaining encounters (61%), 
there was at least 1 Instance of asking about medications. Be
low we describe the communication strategies providers used 
in these encounters to ask about medication-taking behavior. 

Table 1, Patient Characteristics (n =38) 

Male (%) 100% 
Age 

Mean (SD) 65.9 (11.5) 
Race (%) 

African American 50% (n=19) 
Caucasian 50% (n=19) 

Education 
Mean (SD) 12.1 Y (2.6) 

< High School 26% (n=IO) 
High School diploma 37% (n=14) 
Some higher education 37% (n=14) 

Annual Income 
$20,000 or less 42% (n=16) 
$20,001 to $40,000 39% (n=15) 
$40,001 to $80,000 8% (n=3) 
Missing data 1I% (n=4) 
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Communication Strategies Used for Assessing 
Medication-Taking Behavior 

We examined 4 dimensions that characterize how providers 
ask patients about their medications based on: (1) structure, 
[2) temporality, (3) content of the questlon(s}, and (4) style. 
We discuss excerpts from 3 different encounters that illus
trate these dimensions (Table 2). We then briefly discuss how 
medication is talked about In the remainder of the encounter. 

Structure 

We Identlfled 6 different linguistic structures that providers 
used to ask patients about medications. We first Identifled 
whether the "asking" was open or closed ended. We then Iden
tified whether the asking was In the form of a question (Inter
rogative) or In the form of a statement [declarative). Table 3 
outlines the taxonomy of ways of asking by Identifying (1) the 
type of question and (2) the possible types of response facili
tated. Generally speaking, open-ended questions require pa
tients to give Information, whereas closed-ended questions 
require single word answers only, often yes, no or a simple 
number. 

Closed-Ended Questions 

Many providers directly asked patients about their medication 
taking using an Interrogative closed-ended form of question
Ing, such "are you taking," "do you take," and "did you take." 
Patients often replied with a single word response, yes or no, 
providing little additional information about their use and 
understanding of antihypertensives. 

In 12 Interactions, providers used only declarative and 
closed -ended questions such as "so you are taking," or "so you 
took." This strategy Is "leading" in that patients may perceive 
the statement as an assumption of fact, therefore fmding It 
difficult to negate or contradict. This can be seen In example 1 
(Table 2). The provider initiates this sequence with a question 
about having trouble taking medication (line I), an Important 
aspect of patient-centered communication. However, when the 
patient replies "no," the provider does not assess whether the 
patient Is actually taking his medication as prescribed. Note 
that "so you are taking," Is made as a statement rather than 
posed as a question. Although the provider lists the medica
tions, he does not ask the patient to confirm that he had been 
in fact taking these medications. The patient responds with 
"yes," simply indicating agreement with the provider. He pro
vides no detailed Information about whether he knows which 
ptlls are which, or how much or how often he Is taking 2 of the 
medications. 

The provider likely leaves this conversation believing that 
the patient is adherent to his medication due to the "agree
ment." It is not clear, however, that the patient Is accurately or 
consistently taking his medication based on the Information 
provided In this encounter. 

Open-Ended Strategies 

In contrast, an interrogative, open-ended question, such as 
"which medications are you taking" or "how often" or "when," 
is treated as a request for the patient to provide information. 
This type of question requires more than a yes/no response 

from the patient. In all 5 Instances where the ''which medica
tions" strategy was used, patients replied with multiple word 
answers, which In turn generated a discussion of how they 
were taking their medication. In example 2, the patient has 
controlled BP of 138/70 and the provider assesses how much 
of each medication the patient was taking, when he was taking 
It and If he knows when to take the different medications that 
were prescribed. The patient does not identify names of the 
medications; however, he Is clear about which pl11s he has 
been taking. In lines 6 to 9, the provider discovers that the 
patient has not been taking the second dose of 1 medication. 
This more complex response allows the provider to evaluate 
whether the patient Is knowledgeable about the medication 
he Is taking and helps her assess If the patient Is taking the 
medication as prescribed. 

Using more than 1 communication strategy to ask about 
medication-taking behavior was also effective In eliciting Infor
mation from the patient. This Is demonstrated In example 3 In 
which the patient's lITN Is clearly out of control (BP 188/114). 
Having examined the pharmacy refill data accessible through 
the computerized patient record, the provider sees that the pa
tient has not been reftlllng the prescriptions, leading to exten
sive probing of the patient's medication-taking behavior. 

ThIs provider begins by asking If the patient Is taking his 
medication (line 1, strategy 1). He continues by asking how 
many different kinds of medication the patient Is taking (line 5, 
strategy 6), and follows up with questions about how often the 
medication Is being taken (lines 20 and 42; strategy 5) and 
when (lines 9, 13, and 15; strategy 2). At this point the provider 
is aware that the patient Is not taking his medication as pre
scribed. Later, he asks directly about medications and follows 
up with a more declarative statement to confirm the behavior 
(line 40, strategy 4). 

Through the use of multiple strategies, the provider is able 
to assess the patients' medication-taking behavior, and to ' 
Identify potential reasons for the lack of BP control, and plan 
intervention accordingly. After this Interchange the provider 
asks the patient about problems he Is having taking medica
tion, explains the potential impact of HTN on the patient's 
health, makes changes to the medication, providing written 
Instructions to the patient, and arranging for follow-up. 
Near the end of the appointment, the provider reiterates the 
medication plan, and Is explicit with the patient that no 
change will be made because "we're not sure exactly that 
you've been taking your medicines every single day, day in 
and day out." 

Temporality 

The temporal nature of the question asked was Identlfled 
based on the form of the verb used-an infinitive form (-Ing) 
Indicating a general behavior, versus a past tense form (did) 
indicating a single event (see Table 3). In all 3 examples, the 
providers begin with questions about patients' general, time 
unlimited behaviors with respect to medication taking, I.e., 
"are you taking." Only when the provider In example 3 finds 
that he carmot reconcile the information he Is getting from the 
patient with the information he has on the medical record does 
he shift to asking about ttme-speciftc medication taking, i.e., 
"did you take It this morning." He thereby gains information 
about the patient's actual behavior. 
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Table2, Examples01Asking AboutMedications and Associated Findings 

Example 1 
I PR: So, are you having any problems with any of your heart - your blood pressure Structure: Closed and Declarative 

medications? Temporality: Unlimited 
2 PT: No, Content: Medical terminology, but reframes using lay terms 
3 PR: No? Okay, So, If It ain't broke, we're not going to fix It. Okay. You're still taking Style: Neutral 

the AmIodlplne, lsordtl. What else? And the Metoprolol. Those are your three Patient response: Single word, yes/no 
blood pressure medicines. Blood pressure: 139/85 

4 PT: Yes. 
5 PR: They're okay. And the Metoprolol? Let's see. All those have been  all those 

have at least a couple of refills on them. And the Metoprolol you're taking half a tab a day? 
6 PT: Yes 
7 PR: Okay 

Example 2 
I PR: So right now, In the morning, which pills are you taking? Do you know? Structure: Open & Interrogative 
2 PT: Well, I take my high blood pressure pills. Temporality: Unlimited 
3 PR: WhIch ones, 'cause you're on a bunch of them now? Content Lay terminology 
4 PT: I take that little square one, as you sald. Style: Collaborative 
5 PR: Right. Now do you take one dose or two of those little square ones? Patient response: Descriptive of pllIs and how medications 
6 PT: You - It says only one a day. One. are taken 
7 PR: Right. But you're supposed to take a 20 milligram one and a 40 milligram Blood pressure: 138/70 

one. Do you take both of those or do you Just take one pili? 
8 PT: I - I take - I Just take one square one. 
9 PR: One square one. And how about the round one? Are you taking the round one still? 

10 PT: The round one, yeah. And then I take one aspirin.
 
II PR: And how about at bedtime?
 
12 PT: I take the one that's marked for bedtime, I take that.
 

Example 3 
I PR: Are you taking all of your blood pressure medicines? Structure: Mixed closed and open-ended 
2 PT: Yeah, I've been taking them. Temporality: mixed unlimited and limited 
3 PR: You got them with you? Content Lay terminology, but reframes using medical 
4 PT: No. terminology 
5 PR: How many different kinds of medicines are you taking? Style: Not collaborative: confrontational 
6 PT: About 9. Patient response: Few word responses, attempts to discuss 
7 PR: Now, almost all of them have not been refllled since August. problems with medication-taking 

You had a refill available. Old you know that? Blood pressure: 118/114 
8 PT: I don't (inaudible) 
9 PR: When was the last time you took your blood pressure medicine? 

10 PT: This morning.
 
II PR: Thls morning? You didn't have any period when you weren't taking It?
 
12 PT: (inaudible) sick probably, I didn't, sleeping at night you know.
 
13 PR: So did you take It yesterday?
 
14 PT: In the evening.
 
15 PR: How about the day before?
 
16 PT: I don't know because I was sick, I was really sick (inaudible), I mean I didn't know (inaudible)
 
17 PR: Because It should have only, If you got It filled In August and It was a 90 day supply, August,
 

September, October, November. It should have been out two months ago, If you were taking It every day. 
18 PT: No. 
19 PR: Do you miss It pretty often? 
20 PT: No. I have a feeling, I got a feeling (inaudible) 
A little later on, after the provider takes the blood pressure and notes that It Is high, he continues: 
40 PR: And you took Listnoprtl, Hydralazine, Felodtptne, did you take all three of those? 
41 PT: (inaudible) 
42 PR: How many times a day are you taking your Hydralazine? 
43 PT: One. 
44 PR: Okay, that's supposed to be three times a day. 
45 PT: Okay. 
46 PR: Now, that one you have to take three times a day. You know, we've tried doing It with other medicines that you didn't have to take so often In the 

past, but they haven't worked so that one you have to take three times a day. Okay. That may be part of the problem right there. 

PR, Provider: rt: Patient. 

Content 

Providers differed In the extent to which they used medical 

jargon versus lay terminology In discussing medications. In 

example I, the provider discusses medications by appearance 

rather than name ("the little square pills"), thereby using 

lay, rather than blomedlcally speclflc language. He does 

mention the number of milligrams but then reverts to talking 

about the pills In a lay manner. In contrast, the providers 

In examples 2 and 3 only use the generic names of medIca

ttons, names that may be unfamiliar to the patient and 

difficult to recall. These providers do discuss dose and fre

quency according to the number of pills and times per day, 

which may be easier for patients than discussions of milli 

grams. 
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Table3. Ways ot Asking About Medication Taking 

strategy Question Asked Typeof Question Temporality PO&&iblllty tor Response 

Closed-ended questions 
1 Are you taking X? Interrogative Temporally Requires yes/no response. LIttle opportunity for patient to 

Doyou take X? Yes/no question unlimited discuss medication-taking behavior 
2 Did you take X? Interrogative Temporally Requires yes/no response. LIttle opportunity for patient to 

Yes/no question limited discuss medication-taking behavior 
3 So. you are takJng X, Yand Z Declarative Temporally 1. Patient perceives expectation of adherence therefore is 

medications. 1. positive unlimited difficult to negate ( t.e., well. no actually I'm not). 
1. rising intonation C"T) assumption/neutral 2. Patient perceives provider making statement of 'fact' and 
2. falling Intonation (".") expectation therefore even harder to negate 

2. positive 
assumption/positive 
expectation 
Closed-ended 

4 So you took X [this moming] Declarative Temporally Requires yes/no response. Positive assumption presented. 
limited therefore diITicultto negate 

Open-ended questions 
5 Which medications are you taking Interrogative Temporally Requires patient to provtde information, thereby allowing 

for your blood pressure? unlimited provider to assess patients' knowledge of medication 
6 How often are you taking your X Interrogative Restricted Temporally Requtres patient to tell how often, but does not assess 

medication? to a number unlimited patients' knowledge of medication types 

Temporality: unlimited. assessing usual behavior;. 
limited: assessing behavior oj a specific kind and time. 

Style of Questioning 

Provider styles varied according to how collaborative the Inter
action was. Collaborativeness was defined as the ways In wWch 
the provider followed up on patients' utterances and concerns 
and subsequently focused on the patients' communication. In 

example 2. the provider asks If the patient knows which med
Ications he is taking and follows up by asking for specifics, and 

provides a rationale for asking In line 3. Further the provider 

pays close attention to the responses of the patient and follows
up on the patients' cues to talk about medication by color and 
shape. As the encounter continues, the provider asks the pa

tient to brtng his pills to a follow-up appointment with a nurse 
so that she can further monitor his medication taking and re
view his medications at that time. The provider eIlclts the pa
tient's Involvement In assessing his medication-taking behavior 

and provides a more collaborative Interaction. 
In example 1. the Interaction Is less collaborative. The 

provider begins by asking about problems the patient might be 
having taking medications. This strategy could build collabo
ration, but the topic Is quickly closed by the provider's use of 
the declarative form of questioning. 

Example 3 may be construed as least collaborative. In line 
7, the provider challenges the patient's statement that he has 
been taking his medications by saying that he sees the med
Ication has not been refilled. Importantly, the patient twice 
trtes to give Infonnatlon about being sick, and potentially how 
that may have interfered with hts medication taking. However, 
the provider does not address thts concern and continues 
questioning the patient about his medications. By not attend
ing to the patient's concern here, the provider forgoes an op
portunity to see If the patient's apparent nonadherence is 
Intentional or non-intentional. If the provider had followed
up by asking about problems taking medications. he would 
have gained the needed Infonnation for good prescribing, and 
may have further been able to assist the patient to take his 
medication in the future. 

Following Up 

Even when providers did ask in some format about medication 
taking, they often did not follow-up by seeking information 
about barriers to taking medication as prescribed. In a few in
stances, providers asked about side effects patients were hav

ing or problems with paying for medications. None of the 
providers asked questions about patients' beliefs about rned
Ications or about their understanding of HTN. Rather the ten
dency was for providers to be directive, instructing patients. In 
some Instances multiple times, about the importance of taking 
antihypertensives. providing rationale for changing medica

tions and giving instructions regarding how to take them. 

Asking About Medication Taking and BP Control 

Table 4 shows how often patients who had controlled versus 

uncontrolled BP were asked about medication taking. In 9/15 
(60%) encounters In which the provider did not ask the patient 
about his medication taking. the patient's BP was uncontrolled 

(I.e.• < 140/90) that day. Although providers were somewhat 
more likely to ask about medications when BP was uncon

trolled (67%), 33% of those with uncontrolled BP were never 
asked about medication taking. 

Table 5 shows how often providers used different asking 
strategies with patients who had controlled versus uncon
trolled BP. When BP was uncontrolled, providers used declar
ative, closed-ended statements to ask about medications 55% 
of the time and Interrogatives only 45% of the time. Within the 
interrogatives. proViders asked open-ended questions regard
less of the level ofBP control. Closed-ended interrogatives (t.e .. 
"did you take" or "are you taking") were used as a primary tool 
only when BP was uncontrolled. 

DISCUSSION 
Patients often do not adhere to prescribed antihypertensive 
medications. We have described how one aspect of provider 
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Table 4. Number of Patients Asked/Not Asked About Medications 
and Whether or Not BP Was Controlled (n =38) 

Tolal Conlrolled Uncontrolled 

Total 11 (29%) 27 (71%) 

Asked 23 (61%) 5 (45%) 18 (67%) 

Not asked 15 (39%) 6 (55%) 9(33%) 

communication-asking about patients' medication-taking 
behavior-may Influence the kinds of information patients 
provide. Almost 40% of those with a diagnosis of HTN were 
not asked at all about how they took their medication and 1/3 
of these patients had uncontrolled HTN. Even when patients' 
HTN was uncontrolled, providers often did not directly ask 
about medications, discussing other aspects of HTN manage
ment Instead. As a result, providers were less likely to be able 
to determine whether uncontrolled HTN was due to ineffective 
medication or poor adherence to potentially effective medica

tions. 
When providers did ask about medication taking, they 

sometimes used approaches that were not optimal for obtain
Ing detailed Information about adherence. We Identified 4 di
mensions of provider Inquiry based on the structure, 
temporality, content and style of asking. The linguistic struc
ture ofquestions can either facilitate or Inhibit the amount and 
kind of information patients offer the provider. More closed
ended and declarative questions may make It difficult for pa
tients to supply extensive Information about their medica
tions. Although we recognize that patients may not always 
tell the truth about their medication-taking behavior, we be
lieve that some proportion of agreement with the provider's 
description of medication dosage and frequency may be due to 
the form the question takes and lack of a collaborative com
munication style. Providers may be able to better assess ad
herence by asking Interrogative, open-ended questions, using 
strings or sequences of questions, and collaborating by follow
Ing up on patients' concerns. Asking patients to report on ttrne
limited behaviors may further supply Information to providers 
about what patients are actually doing with regard to medica
tion taking. These strategies may lead to a more In-depth dis
cussion of patients' beliefs about medications, problems they 
are encountering taking medications, and ultimately to better 
adherence. 

Patients' responses to questions may be affected by other 
aspects of provider communication. When providers ask about 
medications by their pharmaceutical names, patients may get 
confused. In contrast, study providers who asked about med-

Table 5. Ways of Being Asked About Medications and Whether or 
Not BPWas Controlled. 

Type of Question Controlled Uncontrolled 

Open-ended, Interrogative 
(r.e.. Which, how often) 
Closed-ended, Interrogative 
(I.e., Are you, did you) 
Closed-ended, declarative 
(i.e.. So you are) 
Total 

4 (80%) 

0(0%) 

1 (20%) 

5 (100%) 

3 (17%) 

5 (28%) 

10 (55%) 

18 (100%) 

Number Indicates when Question Type was used as Sole or Primary 
Type In=23). 

Icatlons by describing the color and size of each pl1l elicited 
detail from the patients about how they took their medications. 
This alternative practice may Improve the patient's ability to 
accurately report and the provider's ability to accurately as
sess adherence. This may be especially important for patients 
with low health literacy.2o-22 In addition, provider communi

cation styles, such as the challenging style In example 3, may 
be detrimental to creating a therapeutic alliance with pa
tlents.23,24 

The strategies described In this paper are a point of de
parture for understanding one aspect of HTN care, the pre
scription and taking of antihypertensives. As noted by Steele 
et aI., 17 direct and information intensive approaches may be 
most effective In detecting adherence, however, we found also 
that consideration ofthe linguistic structure of the questioning 
as well as Its style and content may impact upon how patients 
respond to providers' questions. Patient factors, such as level 
of education and patient beliefs about medication, may also 
contribute to problems communicating about medication tak

Ing. 25 Analyses of patient-provider communication In the fu
ture will shed more light on the ways in which providers' 
communication strategies facl1ltate or hinder patients' adher
ence to medications as prescribed. 

Many of the practices we observed reflect a provider-cen
tered and medically centered model of disease management. 
Effective communication has been described as one In which a 
relationship-centered provider jointly partners with patients to 
make decisions and explore their perspectives.26.27Discussing 
patient illness representations has been shown to Improve hy
pertenstve patients' vtewpotnts on adherence. 12 Providers who 

focus solely on Informing the patient of the medication regimen 
to be followed rely on a more profession-centered style of com
munication. The focus In many of the encounters we examined 
was on information transfer-glvlng Information about medi
cations to the patient-rather than Information exchange, In 
which the provider and patient have a 2-way exchange and 
collaboratlvely discuss patient perspectives on medtcattons.P" 
Providers' focus on informing rather than on assessing pa
tients' medication-taking behavior, or the extent to which the 
patient buys Into this "contract," may lead to an Inaccurate 
decision that medications prescribed are ineffective, when In 
fact the patient Is not taking the medication as prescribed. 

This study has several Important limitations. We are re
porting on the behavior of only 9 providers, all of who were 
practicing in Veterans' Affairs clinics. As such we do not know 
If the interactions we observed generalize to all physicians. In 
addition, all of the patients were men and communication pat
terns may differ with women. It Is posstble that the behaviors 
we observed were the result of a Hawthorne effect resulting 
from the fact that providers and patients were aware of the 
presence of the tape recorder and our Interest In communica
tion. We nonetheless observed a wide range of Interaction 
styles and communication behaviors, suggesting that neither 
providers nor patients were strongly Inhibited. Similarly, If 
there was a selection bias In favor of providers with better 
communication skills, our flnding that these physicians often 
did not elicit information from patients Is actually a conserv
ative test of this phenomenon. 

This study also developed a method for describing how 
providers discuss adherence. The taxonomy may be useful in 
assessing provider-patient communication about a variety of 
health behaviors, including but not limited to medication 



583 JGIM	 Bokhour et aL, Assessing Patient Adherence in Clinical Encounters 

adherence. It could also prove useful in medical education and 
in further research about patients' self-management of chronic 
1llness. 

Taking medication as prescribed is most often discussed 
as compliance or adherence. Conrad.F" however, implores us 
to reconsider this issue as one in which patients integrate tak
ing medication into their daily lives. As the IOM3o also notes, 
we must move toward a model in which patients' needs and 
concerns become the focus of the encounter rather than sim
ply a transfer of information from provider to patient. Consid
ering the social context of health and 1llness in which patients 
take medication makes sense and ultimately creates the con
ditions for communication and dialogue that w1ll lead to 
collaboration and change. 
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Department of Veterans Affairs. We would also like to thank 
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Increasing the number of medical students from 
under-represented minorities 
Innovative method needs to bereplicated elsewhere 

B etter health care and a reduction in health 
disparities occur when the physician workforce 
is diverse in background, ethnicity, culture, and 

race." Unfortunately, there are not enough students 
from economically and educationally deprived back
grounds in the pipeline to achieve a sufficiently diverse 
physician workforce. A paper by Greenhalgh and 
colleagues in this issue desaibes an innovative and 
thoughtful approach of reaching and engaging these 
students.' The project steeling group used "partnering" 
schools and teachers in inner London to identify 
students from deprived backgrounds who had motiva
tion and ability in the sciences. Teachers reaffirmed the 
problems the students needed to overcome to be 
successful in g-aining a medical education: lack of self 
determination, lack of confidence, and lack of informa
tion. The group used the summer school programme to 
target these deficiencies and ignite in the students a 
sense of purpose and confidence, which was the first 
step in engaging them in a career in medicine. Interact
ing with medical students of'similar ages and experience 
increased self confidence and the perception that a 
career in medicine is possible. Focusing on the deficien
cies of the environment rather than on those of the stu
dent was also key to providing the students with 
information about careers in medicine. Collaboration of 
pupils, teachers, and parents makes all of them 
stakeholders with a vested interest in the outcome. The 
action research approach, which uses cycles of observa
tion, data gathering, and reflection, is ideal [or this type 
of project, 

In the United States attaining a diverse medical 
workforce raises similar issues. Additionally, men from 
ethnic minorities are the least represented in medical 
education. The educational attitudes of many students 
from under-represented groups have evolved to a point 
where education has no value at all. Despite this, some 
programmes have been effective in recruiting and 
retaining students from ethnic minorities in 
medical school. The Early Medical School Selection 
Program (EMSSP) at Boston University School of Medi
cine has a successful track record of 25 years of recruit
ing second year college students from II institutions 
with predominately black and Mexican-American 
students as part of a consortium. During the sununers 
after their second and third years in college the students 
attend Boston University Summer School and We 

undergraduate courses for credit towards their bach
elor's degrees. They then take their senior undergradu
ate year at Boston University, taking courses from the 
medical school cuniculum. If they pass these courses 
they are promoted to the medical school. Ninety per 
cent of the students get through to the third year of 
medical school without academic difficulty, and 85% 
pass step I of the United States Medical Licensing 
Examination on the first cry.'llis is remarkable because 
many of these students had not previously performed 
well on standardised tests. The success of this 
programme relies on the academic and personal 
support the students receive during their premedical 
and medical education. Despite the obstacles the 
students face they are able to do the work and achieve 
careers in medicine. 

The challenges of lack of confidence, lack of infor
mation and lack of self determination that students 
encounter in Greenhalgh et al's experience and ours 
are are important However, ifwe are going to success
fully address health disparities, programmes like these 
need to be replicated and applied elsewhere. Also, the 
authors' plan to follow up this cohort will be essential 
to assess the long term impact of this programme. Our 
societies are becoming more multicultural and diverse. 
Many of the students in this study were either first gen
eration immigrants or tile children of immigrants from 
I9 countries in Africa, the Caribbean, Asia, and 
Europe. Understanding the culture, religion, and 
customs of others is imperative if we are going to live 
together and reduce health disparities. 
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The association of violence victimization with current condom use in HIV-infected persons
was examined in this cross-sectional study. The HIV—Alcohol Longitudinal Cohort (HIV-
ALC) recruited HIV-infected participants with a history of alcohol problems. Interviews as-
sessed violence histories and current sexual behaviors. Of the 349 participants (79% men),
38% reported inconsistent condom use and 80% reported a violence history. Lifetime sex-
ual violence was reported by 40% and lifetime physical violence (without sexual violence)
by 40%. Participants reporting lifetime sexual violence had greater odds of inconsistent con-
dom use than participants without any history of violence. A history of childhood sexual vi-
olence was also associated with greater odds of inconsistent condom use than participants
without a history of childhood sexual violence. A history of sexual violence may in part
explain HIV-infected persons’ greater risk for transmitting HIV through high-risk sexual
behaviors.

KEY WORDS: HIV; violence; risk behavior; condom use.

INTRODUCTION

Sexual contact is currently the most common
mode of HIV transmission in the U.S. and world-
wide (Centers for Disease Control and Prevention
[CDC], 2001). Although many HIV-infected per-
sons substantially change their sexual practices after
HIV diagnosis to reduce transmission risk (Metsch
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et al., 1998), others continue to engage in unsafe
sexual contact putting their partners at risk for
disease (Erbelding et al., 2000; Kalichman et al.,
2002; Kwiatkowski and Booth, 1998; Marks et al.,
1999). Prevention efforts have largely targeted HIV-
negative populations deemed at high risk for acquir-
ing HIV. Although these efforts are successful at
reducing risky sexual behaviors (Kamb et al., 1998;
National Institute of Mental Health [NIMH] Multi-
site HIV Prevention Trial Group, 1998) and should
continue, targeting HIV-infected populations about
the continued risks of transmitting disease is increas-
ingly being emphasized (CDC, 2003). Recognizing
predictors of high-risk sexual practices among the
HIV-infected is a step toward understanding the
chain of events that may lead to putting sexual part-
ners at risk for infection. This study investigated the
association of a history of physical or sexual violence
with inconsistent condom use in an HIV-infected co-
hort with a history of alcohol problems.

The association of a personal history of violence
with high-risk sexual behavior among populations at
increased risk for HIV infection has been described
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(Cohen et al., 2000; DiIorio et al., 2002; El-Bassel et
al., 2001; Hamburger et al., 2004; Hillis et al., 2001;
Lenderking et al., 1997; Mullings et al., 2000; NIMH
HIV Prevention Trial Group, 2001; Parillo et al.,
2001; Paul et al., 2001). These studies show that vio-
lence is associated with sexual risk behaviors that in-
crease the risk of acquiring STDs, including HIV. Ex-
tending this finding to HIV-infected populations, one
could hypothesize that a history of violence is associ-
ated with sexual risk taking and transmission of the
virus even after HIV diagnosis and knowledge of in-
fectivity. In a cross-sectional analysis of HIV-infected
men who have sex with men (MSM), O’Leary et al.
(2003) report a significant association between a his-
tory of childhood sexual violence and unprotected
anal sex in the previous 90 days with partners of HIV-
negative or unknown serostatus.

Physical and sexual violence is very common;
it is estimated that 25% of U.S. women have
been victimized during their lifetime, with 1.5%
having been abused within the past year (Tjaden
and Thoennes, 2000). However, the prevalence
of violence among the HIV-infected is even more
alarming (Bedimo et al., 1997; Cohen et al., 2000).
Sixty-six percent of HIV-infected women in one
cohort reported a history of violence, with 21%
having been victimized in the past year, and 31%
reporting a history of sexual violence prior to age
18 (Cohen et al., 2000). Another study of HIV-
infected women found that 32% had a history
of sexual violence during their lifetime (Bedimo
et al., 1997). The study of physical and sexual
violence among HIV-infected men has been limited.

Previous research has described high preva-
lence of inconsistent condom use among HIV-
infected men and women of all transmission risk cat-
egories with a lifetime history of alcohol problems
(Ehrenstein et al., 2004). The current study examined
whether inconsistent condom use was associated with
a history of physical or sexual violence. It is known
that sexual violence is associated with sexual risk be-
havior among populations at risk for HIV; this study
examines whether this association is also true among
individuals aware of their HIV infection.

METHODS

Participant Recruitment

The HIV—Alcohol Longitudinal Cohort (HIV-
ALC) study recruited HIV-infected individuals with

a history of alcohol problems with the primary aim of
evaluating the effect of alcohol use on HIV progres-
sion (Samet et al., 2003). The current study is a cross-
sectional analysis using the baseline data of the 349
participants of the HIV-ALC study. Patients were re-
cruited principally from the Boston Medical Center
HIV Diagnostic Evaluation Unit (Samet et al., 1995),
a weekly clinic for engaging HIV-infected persons
into medical care. Participants were also recruited
from other sites: the Beth Israel Deaconess Medi-
cal Center, a respite facility for homeless persons,
a methadone clinic, Boston Medical Center’s pri-
mary care practices, referrals by friends, and through
posted flyers at homeless shelters and HIV/AIDS so-
cial service agencies in the Boston area.

Participants were eligible for enrollment if they
had confirmed HIV infection, a lifetime history of
alcohol problems (defined as ≥ 2 positive responses
to the CAGE questionnaire (Ewing, 1984), and were
≥18 years of age. Those patients recruited from the
Boston Medical Center HIV Diagnostic Evaluation
Unit who did not meet CAGE criteria were eligible
if one of two attending physicians made a specific di-
agnosis of alcohol abuse or dependence. Other in-
clusion criteria were fluency in English or Spanish,
Mini-Mental State Examination (Folstein et al., 1975)
score ≥21, and likelihood of residence in the Boston
area for the next 2 years. Recruitment began in June
1997 and ended in July 2001.

Data Collection and Survey Instrument

All participants were interviewed in-person
by a research associate in a private room using a
standardized instrument. The instrument included
items on demographics, exposure to interpersonal
violence, alcohol and drug use, depressive symptoms,
HIV transmission risk category, and sexual behav-
iors. The questions used to assess violence histories
were adapted from a previous study designed to
describe interpersonal violence among persons with
a history of substance abuse (Liebschutz et al., 2002).
Alcohol and drug severity and consumption were
measured using both quantity and frequency ques-
tions assessing the prior 30 days and the Addiction
Severity Index, which has documented reliability
and validity (McLellan et al., 1985). Depressive
symptoms were measured by the 20-item Centers
from Epidemiologic Studies Depression Scale
(CES-D; Radloff, 1977). This scale identifies de-
pressive symptoms over the past week. Items
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assessing sexual risk behaviors over the past 6
months were derived from the Risk Assessment
Battery (Navaline et al., 1994). Interviews were
conducted in either English or Spanish. For the
measures used in this analysis, the Spanish version
was created by translating the questions to Spanish
and then back translated to check for accuracy.

Definition of Violence Variables

To assess for physical violence, the participants
were asked, “Have you ever been physically abused
or assaulted (for example: kicked, hit, choked, shot,
stabbed, burned, or held at gunpoint)?” To assess for
sexual violence, the participants were asked, “Have
you ever been sexually assaulted (for example: un-
wanted sexual touching anywhere on your body,
touching of genitals and/or breasts, or made to have
oral sex or vaginal or anal intercourse against your
will by force or the threat of force)?” If a violence
history was reported, participants were asked their
age at the time of the first episode.

Two violence variables were created for these
analyses: lifetime violence and childhood sexual
violence. The lifetime violence variable was cre-
ated to define violence experienced at any age. A
participant’s lifetime violence variable was then cate-
gorized into one of three groups: no violence history,
a sexual violence history (with or without physical
violence), or a physical violence history alone (with-
out sexual violence). Most persons reporting sexual
violence also reported physical violence, so it was not
possible to truly isolate these two types of violence.
The three categories were chosen for the lifetime
violence variable because they were felt to best de-
scribe a person’s violence experience. The childhood
sexual violence variable was dichotomous, defined
as the report of sexual violence occurring prior to
age 13.

Definition of Inconsistent Condom Use

Participants were asked about their current sex-
ual practices. Inconsistent condom use was defined
as not using condoms at all sexual encounters in the
past 6 months. Consistent condom use was defined as
using condoms at all sexual encounters or not hav-
ing sex in the past 6 months. During the interviews,
sex was defined as any vaginal intercourse, anal inter-
course or oral sex.

Definition of Covariates

Covariates that have previously been shown to
be associated with sexual risk taking or had clini-
cal face validity were chosen. Covariates used were
sex, age, education (±high school graduation), mar-
ital status (married vs. not married), homelessness,
race/ethnicity (Black, White, other), CES-D score
coded as a continuous variable ranging from 0 to 60
with higher scores indicating more depressive symp-
toms (Radloff, 1977), HIV transmission risk category
(heterosexual, injection drug use, MSM), alcohol use
in the past 30 days, any cocaine use in the past 30
days, any heroin use in the past 30 days, and current
antiretroviral use. Homelessness was defined as at
least one night in a shelter or on the street in the past
6 months. Alcohol use in the past 30 days was cate-
gorized as hazardous, moderate, or abstinent. These
categories were derived from the NIAAA definition
for hazardous use based on >14 drinks/week for men
and >7 drinks/week for women, or >3 drinks on one
occasion for men and >2 drinks on one occasion for
women. Moderate alcohol use was defined as any
drinking less than hazardous.

Statistical Analysis

Using chi-square tests for categorical variables
and t tests for continuous variables, characteristics
of participants currently engaging in inconsistent
condom use were compared with participants with-
out inconsistent condom use or not sexually active
in the past 6 months. Unadjusted and adjusted lo-
gistic regression models were used to analyze the
relationship between the victimization variables (life-
time violence and childhood sexual violence) and
inconsistent condom use. Adjusted logistic regres-
sion models controlled for the following covariates:
sex, age, education, marital status, homelessness,
race/ethnicity, CES-D score, HIV transmission risk
category, alcohol use in the past 30 days, any cocaine
use in the past 30 days, any heroin use in the past 30
days, and current antiretroviral use. For all analyses,
two-tailed tests were performed using p < .05 as cri-
terion for statistical significance.

RESULTS

The HIV-ALC cohort (N = 349) was recruited
from the following locations: 56% from the Boston
Medical Center HIV Diagnostic Evaluation Unit;
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Table I. Characteristics of HIV-Infected Persons with a History of Alcohol Problems
Stratified by Consistency of Condom Use (N = 349)

Characteristic

Inconsistent
condom

usea, no. (%)

Consistent
condom use or

no sexb, no. (%)
Test

statisticc

Male 98 (74) 178 (82) 3.01
Age (years), mean (SD) 40.1 (7.1) 40.9 (7.5) 0.98
Graduated high school 90 (68) 120 (55) 5.68∗
Married 10 (8) 17 (8) 0.008
Homeless 38 (29) 63 (29) 0.002
Race/ethnicity 3.94

Black 59 (45) 95 (44)
White 50 (38) 66 (30)
Other 23 (17) 56 (26)

CES-D, mean score (SD) 23.5 (13.1) 21.8 (13.0) −1.20
HIV transmission risk category 1.92

Heterosexual 30 (23) 48 (22)
Injection drug use 72 (55) 133 (61)
Men who have sex with men (MSM) 29 (22) 36 (17)

Alcohol use in past 30 days 7.82∗
Abstinent 64 (48) 137 (63)
Moderate 15 (11) 22 (10)
Hazardous 53 (40) 58 (27)

Any cocaine use in past 30 days 48 (36) 36 (17) 17.56∗∗
Any heroin use in past 30 days 21 (16) 16 (7) 6.31∗
Current antiretroviral use 72 (55) 133 (61) 1.54
an = 132.
bn = 217.
cTest statistics are expressed as t scores for continuous variables and χ2 for categorical
variables.
∗p<.05.∗∗p<.001

16% from posted flyers; 13% from Boston Medical
Center’s primary care practices; 5% from a respite
facility for homeless persons; 4% from a methadone
clinic; 4% from friend referrals; and 2% from the
Beth Israel Deaconess Medical Center. Most study
participants [315/349 (90%)] met the eligibility crite-
ria of at least two out of four positive responses to the
CAGE questionnaire (Ewing, 1984); the remainder
qualified on the basis of clinical assessment [34/349
(10%)].

Characteristics of the cohort are shown in
Table I. The majority of the cohort was male and
most participants described injection drug use as
their risk factor for HIV transmission. The partici-
pants are compared by the condom use variable in
Table I. Participants with inconsistent condom use
were significantly more likely to have graduated high
school and to have used alcohol, cocaine, or heroin
in the past 30 days.

Eighty percent of the participants had experi-
enced either physical and/or sexual violence at some
point in their lives (40% physical violence only and
40% sexual violence with or without physical vio-
lence). Both women and men reported high preva-
lence of any lifetime history of violence (88% and

79%, respectively), but women were more likely to
report a history of sexual violence than men (73% vs.
32%), χ2(df = 1) = 40.2, p < .001. Childhood sex-
ual violence (prior to age 13) was reported by 26%
of the cohort, with women more likely to have ex-
perienced childhood sexual violence than men (39%
vs. 22%), χ2(df = 1) = 8.5, p = .001. Among the
men, MSM and heterosexual men were both equally
likely to report lifetime violence (82% and 77%, re-
spectively), however MSM were more likely to have
experienced sexual violence compared with hetero-
sexual men (57% vs. 24%), χ2(df = 1) = 25.3, p
< .01. MSM were also more likely to have experi-
enced childhood sexual violence than heterosexual
men (34% vs. 18%), χ2(df = 1) = 6.90, p < .01.

Separate unadjusted models examined the re-
lationship of both violence variables with inconsis-
tent condom use. In the unadjusted lifetime violence
model, sexual violence was significantly associated
with inconsistent condom use compared with those
with no history of violence (OR = 2.42, 95% CI
1.29–4.53). Lifetime physical violence was not signifi-
cantly associated with inconsistent condom use in the
unadjusted model. Childhood sexual violence was
significantly associated with inconsistent condom use
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compared with those without a history of childhood
sexual violence (OR 2.14, 95% CI 1.31–3.51), in the
unadjusted model.

Logistic regression analyses were performed
to model the effect of violence victimization on
inconsistent condom use, controlling for covariates.
In the lifetime violence model, the magnitude of
the association of sexual violence with inconsistent
condom use remained significant after controlling for
covariates adjusted (OR = 2.88, 95% CI 1.39–5.96).
Lifetime physical violence was not significantly
associated with inconsistent condom use adjusted
(OR = 1.39, 95% CI 0.69–2.79). Childhood sexual
violence remained significantly associated with
inconsistent condom use adjusted (OR = 2.25,
95% CI 1.31–3.89), in the multivariable analysis.
Sex, age, race/ethnicity, education, marital status,
homelessness, CES-D score, HIV transmission risk
category, current alcohol, heroin, and antiretroviral
use were not significant predictors of inconsistent
condom use in either of the multivariable violence
models. However, cocaine use in the past 30 days
(adjusted OR = .54, 95% CI 1.28–5.03), lifetime
violence (adjusted OR = 2.69, 95% CI 1.36–5.29),
and childhood sexual violence predicted inconsistent
condom use in both multivariable models.

DISCUSSION

Sexual violence, occurring either during child-
hood or at any age, was found to be significantly
associated with currently engaging in inconsistent
condom use in this cohort of HIV-infected persons
with alcohol problems. Several findings in our study
deserve emphasis. First, almost 40% of this HIV-
infected cohort reported engaging in inconsistent
condom use, putting their sexual partners at risk
for infection. Secondly, the prevalence of lifetime
violence in this cohort of HIV-infected persons was
striking at 80%; this is higher than previously re-
ported prevalences of 66–68% among HIV-infected
women (Bedimo et al., 1997; Cohen et al., 2000).
This finding may be due to the inclusion criteria of a
history of alcohol problems in our sample, which has
been associated with interpersonal violence (Jasinski
et al., 2000; Simpson and Miller, 2002). The finding
of increased sexual risk taking associated with past
sexual violence further defines characteristics of
HIV-infected persons who may be at higher risk for
transmitting the disease to their sexual contacts.

The association of violence with high-risk sexual
behavior has been previously reported in one study

of HIV-infected MSM (O’Leary et al., 2003). This
current study adds to existing literature in several
ways. First, this cohort comprises HIV-infected men
and women of all transmission risk categories, allow-
ing study of the association of violence with current
sexual behavior in a more heterogeneous sample.
Second, it is relevant that these results were found
in a cohort with a history of alcohol problems, be-
cause alcohol has been shown to increase sexual risk
behavior and may interfere with efforts to improve
inconsistent sexual behavior (NIMH Multisite HIV
Prevention Trial Group, 2002). Third, the effect of
various types of violence was studied. The outcome
of inconsistent condom use was associated with life-
time sexual violence and childhood sexual violence,
but not with lifetime physical violence.

Sexual violence has been associated with lower
expectations for safe condom use, less assertiveness
about birth control, and less assertiveness about re-
fusing unwanted sex (Thompson et al., 1997). The
long-term consequences of sexual violence that in-
crease the likelihood for risk taking are different
than the long-term consequences of physical violence
(Leonard and Follette, 2002; Loeb et al., 2002), which
could explain why no association between physical
violence and inconsistent condom use was found.
Although a person who has experienced any type
of violence is more likely to experience more ad-
verse medical and psychological consequences than
individuals with no violence history (Collins et al.,
1999; Liebschutz et al., 1997; Martin et al., 1999;
Quinlivan and Evans, 2001; Rosenberg et al., 2000;
Wisner et al., 1999), establishing specifically whether
sexual violence occurred may further delineate risks
for sexual transmission of HIV.

This study has certain limitations. Generalizabil-
ity of these findings is limited because of the sampling
methodology and the restriction to HIV-infected
persons with alcohol problems. Also, there is the po-
tential for recall and reporting bias with self-report
of sensitive data. Other methods may yield higher re-
ports of inconsistent behaviors, but would be unlikely
to alter the direction of our findings (Newman et
al., 2002). The interviews, however, were performed
confidentially by staff trained to facilitate patient
comfort, in part an effort to minimize potential for
inaccurate reporting. Another limitation is the inabil-
ity to determine if the findings differed by gender.
When stratified by gender, the sample sizes of the
gender groups were too small to establish any signifi-
cant associations in the main analyses. However, the
distribution and prevalence of inconsistent condom
use did not differ significantly by gender, therefore
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it is unlikely that gender is confounding the associ-
ations in the main analyses. Similarly, although the
HIV-ALC survey did assess whether assault was per-
petrated by strangers or by someone known to the
victim, the sample sizes were too small to establish
significant associations stratified in this way.

Another potential limitation in this study is in
the way the outcome variable was defined. During
the interviews, sex was defined as any vaginal inter-
course, anal intercourse, or oral sex. Thus, behav-
iors of varying degrees of actual HIV transmission
risk, such as unprotected anal intercourse and un-
protected oral sex, were both categorized as inconsis-
tent condom use. Also, the frequency of inconsistent
condom use is unknown. The inconsistent condom
use variable is therefore a heterogeneous one, with
the actual risk of transmitting disease varying be-
tween individuals. Additionally, no information was
collected on the serostatus of the participants’ sex-
ual partners. Although there is risk of transmitting
resistant or more virulent strains to an already HIV-
infected sexual partner, there obviously is only risk
of seroconverting a sexual partner that is not HIV-
infected. Therefore, the outcome of inconsistent con-
dom use could overestimate the actual risk of trans-
mitting a new HIV infection in certain situations.

Some HIV-infected persons are continuing to
engage in inconsistent condom use, putting sexual
partners at risk for acquiring disease. Both a his-
tory of lifetime sexual violence, and more specifically
childhood sexual violence identified HIV-infected
persons with recent inconsistent condom use in this
study. Such information can inform clinical practice
and the design of HIV prevention programs aimed at
reducing risky sexual behaviors among HIV-infected
persons. A history of sexual violence may identify
a subgroup more at risk for engaging in risky sex-
ual behaviors. In these populations, more detailed
screening of risk behaviors, communicating preven-
tion messages, discussing strategies for risk reduc-
tion, and reinforcing safer behaviors may be war-
ranted. Similarly, how victims of sexual violence
respond to HIV prevention programs aimed at re-
ducing sexual risk behaviors will need further study.
Such efforts will aid in development of strategies
to encourage safer sexual behaviors among HIV-
infected persons.
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Background: Male veterans represent a large population at risk for 
acquiring or transmitting hwnan immunodeficiency virus (HIV) 
infection. We sought to determine the prevalence of risky sexual 
behavior among veterans with and without HIV infection and to 
assess the relationship of intoxication before intercourse and other 
measures of drug and alcohol use to risky sexual behavior in this 
population. 
Methods: We analyzed baseline data on 1009 HlV-positive (mean age 
49 years) and 710 HlV-negative male veterans (mean age 55 years) 
who were participating in 1he Veterans Aging Cohort 5-Site Study 
(VACS 5). Participants completed a writtenquestionnaire that included 
measures of alcohol and drug use and risky sexual behavior. 
Results: Compared with HIV-negative veterans, lllV-positive vet
erans were more likely to report 5 or more sexual partners in the past 
year (14% vs, 4%, P < 0.01), less likely to report not using a 
condom at last intercourse (25% vs. 75%, P < 0.01), and similarly 
likely to report having 2 or more partners and inconsistent condom 
use (10% vs. 10%). Among sexually active HIV-positive veterans, 
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intoxication before intercourse was significantly associated with 
having 5 or more sexual partners in the past year (odds ratio [OR] 
1.8,95% confidence interval [CI] 1.1-2.8), inconsistent condom use 
(OR 1.8, 95% CI 1.2-2.7), and the combined measure of 2 or more 
partners and inconsistent condom use (OR 1.8, 95% CI 1.1-3.0). 
Intoxication before intercourse was not significantly associated with 
these behaviors in HIV-negative veterans, although similar trends 
were noted. 
Conclusion: Risky sexual behavior was common among male 
veterans attending outpatient clinics and is more common among 
HIV-positive veterans who use alcohol and drugs in sexual situa
tions. Asking lllV-positive men a single question about intoxication 
before intercourse could help to identify men at increased risk of 
engaging in risky sexual behavior, and specific advice to avoid 
intoxication in sexual situations could help to reduce risky sexual 
behavior. 

Key Words: mv infection, HIV-positive status, prevention, risk 
behaviors, substance abuse 

(Med Care 2006;44: S31-S36) 

The number of individuals infected with the human immu
I nodeficiency virus (HIV) continues to increase world

wide, with the majority of new infections caused by sexual 
transmission.if Clinicians are encouraged to provide IllV
prevention counseling to their patients, and the need to 
provide such counseling to HfV-positive persons is increas
ingly being noted.' Hl'V-positive individuals who engage in 
risky sexual activity can transmit the virus to previously 
HIV-negative individuals, transmit or receive new or resistant 
HIV strains with individuals who are already HIV-positive,4 
and acquire new sexually transmitted infections.>-8 

The CDCIIDSAlHRSA guidelines for incorporating 
HIV prevention into medical care of persons living with HIV 
state that clinicians should screen for "barriers to abstinence 
or correct condom use (eg, ... alcohol and other drug use 
before or during sex)."? However, compliance with these 
recommendations is poor. A recent study of physicians who 
care for HIV-positive individuals found that 60% routinely 
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counseled newly infected patients about mv prevention, but 
only 14% counseled established patients." Physicians were 
less likely to provide prevention counseling to their HIV
positive patients if the patient was male or if the patient had 
an ongoing drug or alcohol use problem." Discussing the role 
of alcohol and drug use in HIV prevention can be challenging 
because of the large number of potential risk factors, includ
ing the consumption of alcohol, methamphetamine, cocaine, 
or amyl nitrates,lo-17 as well as the large numbers of items 
included in commonly recommended assessment instruments 
for hazardous alcohol or drug use. 18, 19 

To our knowledge, the association of alcohol and drug 
use to risky sexual behavior has not been reported in a veteran 
population. We performed our study in veterans because the 
Veterans Administration (VA) is the largest single provider 
of HIV care in the nation, serving at least 19,000 HIV
positive veterans in 2003. Moreover, the men attending clin
ics at VA hospitals often are older than 50 years of age, and 
it is unclear whether these relatively older men are engaging 
in risky sexual behavior. Our primary study aim was to 
investigate whether a single construct (intoxication with al
cohol or drugs before sexual intercourse) or other measures of 
drug and alcohol use were associated with risky sexual 
behavior in HIV-positive and Hl'V-negative male veterans. 

METHODS 

Recruitment 
Study participants were enrolled in the Veterans Aging 

Cohort 5-Site Feasibility Study (VACS 5), a 5-site study of 
veterans with and without HIV infection. Details of study 
methods are reported elsewhere." In brief, participants were 
recruited between September 2001 and June 2002 from in
fectious disease and primary care clinics at Department of 
Veterans Affairs Medical Centers in 5 urban areas: Atlanta, 
Houston, Los Angeles, the Bronx, and Manhattan. Target 
enrollment was set at 65% ofHIV-positive patients receiving 
care for each Infectious Disease clinic in fiscal year 2002 and 
was stratified based on age and race for each site. Targets for 
controls were set for each site based upon the local HIV
positive enrollment targets. 

The final sample of HIV-positive patients represented 
49% of the HIV-positive patients seen in these Infectious 
Disease clinics during this time. Nonparticipants were more 
likely to be black, have fewer clinic visits, higher viral loads, 
and to have been on HAART for a shorter period of time 
(P < 0.05).20 The institutional review boards at each site and 
the coordinating site approved the study protocol, and each 
participant signed an informed consent document. 

Survey Instrument 
Each participant completed a written survey that in

cluded questions concerning demographic characteristics, 
current depression, sexual behavior, and drug and alcohol 
use. We categorized race (white vs. nonwhite), annual house
hold income «$12,000 vs. ~$12,000), and current marital 
status (married or living with long-term partner vs. other). We 
defined depression as the presence of a score of ~ lOon the 
Patient Health Questionnaire (PHQ-9), a 9-item measure in 

S32 

which scores of ~ I0 have a sensitivity of 88% and specificity 
of 88% for major depression." Men reported whether they 
had· ever had sex with another man, and whether they had 
ever used injection drugs. 

Sexual Behavior Measures 
To assess the number of sexual partners, we asked the 

following open-ended question: "During the past 12 months, 
with how many persons have you had sex?" (with sex defined 
as oral, vaginal, or anal sex). We assessed condom use by 
asking the following question: "Thinking back about the last 
time you had sex, did you or your partner use a condom?" We 
did not have information on the serostatus of participant's 
sexual partners. 

We created 3 outcome measures of risky sexual behav
ior. First, we categorized persons as having "inconsistent 
condom use" if they did not use a condom at their last sexual 
intercourse. Second, we created a combined measure of 2 or 
more partners in the past year and inconsistent condom use. 
This combined definition would avoid classifying men with 
risky sex if they had inconsistent condom use within a long-term 
monogamous relationship. Finally, we categorized persons as 
having multiple sexual partners if they reported 5 or more sexual 
partners in the past year. 

Alcohol and Drug Use Measures 
Alcohol consumption was assessed using the lO-item 

Alcohol Use Disorders Identification Test (AUDIT).18,19 Per
sons were classified as having hazardous alcohol use if theirtotal 
score on the AUDIT was ~8 or if their answer to one of the 
AUDIT items indicated that they were binge drinking (consum
ing ~6 drinksin 1 sitting at least once a month).22 Drug use was 
assessed by the Drug Abuse Screening Test (DAST), a 10-item 
scale that assesses various consequences of drug use.23Persons 
were classified as having hazardous drug use if their score on the 
DAST was ~3. Men reported whether they had ever used any 
injection drugs; other specific drugs were not assessed. Sub
stance use before sex was assessed by the single item, "the last 
time you had sexual intercourse, were you intoxicated or high 
from alcohol or drugs?" 

Statistical Analyses 
All analyses were conducted using Stata Statistical 

Software, Release 8 (Stata Corp., College Station, TX). 
Comparisons between proportions were made using the )( 
distribution. We excluded the 43 subjects (2.5%) who were 
women, because factors associated with their risky sexual 
behavior were likely to be different from those in men and the 
number of women was too small to make definitive conclu
sions. All analyses were stratified by HIV status. 

We determined the proportion of men who reported 
various drug and alcohol consumption and the proportion 
who reported each of the 3 categories of risky sexual behav
ior. Comparisons between Hlv-positive and HIV-negative 
men were done by )( analysis for categorical variables and t 
test for continuous variables. For additional analyses, we 
excluded persons reporting zero sexual partners in the past 12 
months (n = 496, 29%). 
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We conducted bivariate analyses to determine factors 
associated with the combined measure of risky sexual behav
ior (~2 sexual partners and inconsistent condom use) in 
sexually active HIV-positive and HIV-negative men. Then, 
we used multivariable logistic regression to determine the 
association of intoxication before sex, hazardous alcohol use, 
and hazardous drug use to each of the 3 sexual behavior 
outcome measures (inconsistent condom use, 2:2 sex partners 
and inconsistent condom use, and ===5 sexual partners). Each 
of the multivariate models was adjusted for age, race, marital 
status, and depression. In 1 series oflogistic models, we included 
the single item "intoxicated before intercourse" as the only 
measure of drug and alcohol use. In a second set of models, we 
included scale measures ofhazardous alcohol use and hazardous 
drug use as the measures of alcohol and drug abuse, but did not 
include "intoxication before intercourse." We used c-statistics to 
compare the overall fit of 2 sets of models. 

RESULTS 
Of the 1719 men included in this analysis, 1009 were 

HIV-positive and 710 were HIV-negative. Compared with 
HIV-negative men, the HIV-positive men were younger, 
more likely to be black, less likely to be married, had lower 
incomes, and were more .likely to have a history of sex with 
other men (Table 1). Hazardous alcohol consumption was 
similar in HIV-positive and HIV-negative men, whereas 
hazardous drug use was significantly more common in HIV
positive men. 

Among men who reported being intoxicated before the last 
intercourse, 19% consumed alcohol only in the past year; 17% 
consumed drugs only, and 61% consumed both alcohol and 
drugs. One-third (33%) of persons who reported being intoxi
cated at the time of their last intercourse did not meet the def
inition for either hazardous alcohol use or hazardous drug use. 

Sexual Behaviors of HIV-Positive and 
HIV-Negative Male Veterans 

The proportion of men who were currently sexually 
active was similar in the HIV -positive men and HIV-negative 
men (68% and 74%; Table 1). HIV-negative men were much 
more likely to be in monogamous relationships, whereas 
HIV-positive men were significantly more likely to report 2 
or more sexual partners (36% vs. 19%; P < 0.001) and 5 or 
more partners (14% vs. 4%, P < 0.001) in the past year. 
Having 2 or more sexual partners remained relatively com
mon in men who were 60 years or older (26% of HIV
positive and 12% of HIV-negative men) and in men who 
were currently married (12% of men in each group). 

Of the 1161 men who were sexually active, HIV
positive men were more likely than HIV-negative men to 
have used a condom at last intercourse (73% vs. 27%, P < 
0.001; Table 1). In sexually active HIV-positive and HIV
negative men, I in 10 men had both 2 ore more sexual 
partners and inconsistent condom use in the past year. HIV
positive men were more likely to report 2 or more sexual 
partners and inconsistent condom use if they were white, not 
married, currently depressed, ever had sex with men, reported 
hazardous drug use, or reported intoxication before inter

© 2006 Lippincott Williams & Wilkins 

TABLE 1. Characteristics of Study Participants 

mv- mv
(0 = 1009) (0 = 710) p 

Age, yr (mean, SE) 49.3 (0.28) 55.4 (0.38) <0.001 
Race/ethnicity (%) <0.001 

Black 55 44 
White 28 38 
Hispanic 13 13 
Other 4 5 

Married (%) 12 39 <0.001 
Income <$12,000 (%) 49 38 <0.001 

HIV risk factor 
Sex with men, ever (%) 55 6 <0.001 

IVDU, ever (%) 29 11 <0.001 
AlcohoVdrug use (%) <0.001 

No alcohol drug use 24 32 
Alcohol use only 31 45 
Drug use only 16 9 
Both drug and alcohol use 29 15 

Hazardous alcohol use (%) 19 21 0.20 

Hazardous drug use (%) 34 18 <0.001 

Intoxication before sex" 22 9 <0.001 

Sexual partners (past year) <0.001 

o 32 26 
I 32 55 

2-4 22 15 
2:5 14 4 

Inconsistent condom use· 25 75 <0.001 

Multiple sex partners (>2) 10 10 0.75 
and inconsistent condom 
use" 

•Among those who were sexually active in past 12 months. 
Hazardousalcoholuse: AUDIT8COre i!:8or conswned6 or more drinks in onesitting 

at leastmonthly.Hazardous drug use: Total score of Drug AbuseScreening Test "'=3. 
IVDU indicate. intravenous druguse. 

course (Table 2). In Hl'V-negative men, the only variables 
significantly associated with this measure of risky sexual 
behavior were ever having sex with men and hazardous 
alcohol use (Table 2). 

Factors Associated With Risky Sexual 
Behavior: Multivariate Analysis 

mV·Positive Men 
Among sexually active IllV-positive men, intoxication 

before intercourse was significantly associated with each of 
the 3 risky sexual behaviors that we assessed. Specifically, 
men who were intoxicated before their last intercourse were 
significantly more likely to report inconsistent condom use 
(odds ratio [OR] 1.8, 95% confidence interval [CI] 1.2-2.7); 
2 or more sexual partners and inconsistent condom use (OR 
1.8, 95% CI 1.1-3.0); and having 5 or more sexual partners 
in the past year (OR 1.8, 95% CI 1.I-2.8; Table 3). Hazard
ous drug use was significantly associated with both inconsis
tent condom use and the combined. measure of 2 or more 
sexual partners and inconsistent condom use, whereas haz
ardous alcohol use was not significantly associated with any 
of the sexual behavior outcomes in HIV-positive men. 
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TABLE 2. Factors Associated With Risky Sexual Behavior (RSB: ~2 Sexual Partners and Inconsistent Condom 
Use) Among Hlv-Posltive and HIV-Negative Male Veterans: Bivariate Analysis 

HIV-Posltive Men KIV-Negatlve Men 

Risky Sexual Behavior RSB Yes (n = 94) RSB No (n = 570) P RSB Yes (n = 71) RSB No (n = 439) P 

0.56Age, years (mean, SE) 46.9 (0.99) 48.2 (0.35) 0.17 53.2 53.8 

Race 

Black 47% 60% 0.001 58% 46% 0.21 

White 43% 24% 25% 35% 

Hispanic 9% 12% 11% 15% 

Other 2% 4% 6% 4% 

Low income «SI2,OOO/yr) 44% 45% 0.89 34% 35% 0.9 

Married/long-term relationship 4% 15% 0.005 36% 43% 0.30 

Depressed 34% 21% 0.005 18% 20% 0.68 

Sex with men (ever) 77% 55% <0.001 13% 4% 0.002 

IVDU (ever) 29% 30% 0.10 11% 12% 0.86 

Intoxicated before sex 33% 20% 0.004 13% 8% 0.11 

Hazardous alcohol use 20% 17% 0.46 34% 22% 0.03 

Hazardous drug use 49% 33% 0.002 19% 19% 0.87 

Hazardous Alcohol Use: AUDITscore "'=8 or consumed 6 or moredrinks in one sittingat least monthly. Hazardous Drug Use: Total scoreof Drug Abuse 
Screening Test "'=3. 

IVDU indicates intravenous drug use. 

TABLE 3. Relationship of Alcohol and Drug Use to Various Risky Sexual Behaviors in 657 HIV-Positive Male 
Veterans: Multivariate Analysis 

Inconsistent Condom 2:2 Partners in Past 
Use (Nonuse at Last Year and Inconsistent 2:5 Sexual Partners 

Intercourse) Condom Use Jn Past Year 

OR (95% CI) OR (95% CI) OR (95% CI) 

HIY-positive men 

Intoxicated before sex at last intercourse" 1.8 (1.2-2.7) 1.8 (1.1-3.0) 1.8~ (1.1-2.8) 

Hazardous alcohol use (AUDIT ~ 8)t 1.2 (0.8-2.0) 0.9 (0.5-1.6) 0.7 (0.4-1.2) 

Hazardous drug use (DAST ~ 3)1 1.9 (1.3-2.9) 2.4 (1.4-3.9) 1.5 (0.97-2.2) 

HIY -negative men 

Intoxicated before sex at last intercourse" 0.8 (0.4-1.6) 1.7 (0.8-3.8) 2.2 (0.8-6.4) 

Hazardous alcohol use (AUDIT ~ 8)t 1.1 (0.6-1.8) 2.0 (1.1-3.4) 0.6 (0.2-1.6) 

Hazardous drug use (DAST ~ W 0.6 (0.4-1.1) 0.8 (0.4-1.7) 6.6 (2.8-15.6) 

·Multivariateanalysisadjusted for age, race, marital status, and depression. 
"Multivariate analysis adjusted for age, race, marital status, DAST,and depression. 
IMultivariate analysis adjusted for age, race, marital status,AUDIT, and depression. 

HIV-Negative Men 
The relationship of alcohol and drug use to risky sexual 

behavior in HIV-negative men was less consistent (fable 3). 
Hazardous alcohol use was significantly associated with the 
combined outcome of2 or more sexual partners and inconsistent 
condom use (OR 2.0,95% CI 1.1-3.4), whereas hazardousdrug 
use was significantly associated with having ~5 partners in the 
past year (OR 6.6, 95% CI 2.8-15.6; Table 3). 

DISCUSSION 
Risky sexual behavior was relatively common in this 

large, middle-aged sample of more than 1700 Hl'V-positive 
and HlV-negative male veterans. One in 10 veterans, regard
less of mv status, reported 2 or more sexual partners and 
inconsistent condom use in the past year. This behavior was 

S34 

not limited to young or single men. Among the mv-positive 
men, 26% who were 60 years or older and 12% who were 
currently married reported having multiple sexual partners. 
These findings are consistent with research suggesting that 
one-third of HIV-positive persons regularly engage in risky 
sexual behaviorIO-17.24-27 and many are acquiring new sex
ually transmitted infecrions.Y" The findings from this study 
also confirm the importance of explicitly addressing alcohol 
and drug use as an important component of HfV prevention 
counseling, both in Hl'V-positive and Hlv-negative men. 

In mv-positive men, we found that a single question 
about whether men were intoxicated before intercourse was 
equally predictive of risky sexual behavior compared with 
more detailed assessments ofhazardous alcohol and drug use. 
This finding is consistent with current recommendations to 
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assess for alcohol and drug use in sexual situations during 
HIV-prevention counseling among HIV-positive men," and 
with other research that found similar associations. ll,14.16,28 

We used 3 different measures of risky sexual behavior. 
Although these measures are somewhat overlapping and 
associated with one another, it is possible that substance use 
could be more strongly associated with some aspects of risky 
sexual behavior than others (eg, nonuse of condoms or 
multiple sexual partners). In the HIV-positive men, the rela
tionships were similar for each of the 3 sexual behaviors that 
we assessed. However, in the HIV-negative men, the associ
ation of hazardous drug use was stronger for multiple sexual 
partners than for the other relationships that we examined. 
This finding suggests that drugs may be related to finding new 
partners in different settings, but that that they may not 
directly affect use of condoms. These findings emphasize the 
need to consider different aspects of sexual behavior when 
assessing HIV risks. 

Our data are consistent with other information indicat
ing that there may be differences in the relationship between 
alcohol and drug use and risky sexual behavior by HIV 
status.29 Hazardous alcohol consumption was associated with 
at least 1 measure of risky sexual behavior in HIV-negative 
men but in not in the HIV-positive men. In contrast, hazard
ous drug use was associated with 2 measures of risky sexual 
behavior in HIV-positive men but not in the mv-negative 
men. It is not clear whether this finding reflects underlying 
differences.in the preferred substance of the 2 populations of 
men, whether a diagnosis of HIV infection itself leads to 
changes in alcohol and drug use, or whether the findings 
simply reflect other underlying differences in the Hl'V-posi
tive and HIV-negative men in this sample. For example, 
mv-positive men may have different motivations to drink or 
use drugs, such as to escape feeling guilty about their sexual 
behavior or helring cope with stress related to living with 
HIV infection? ,30 

Our measures of sexual behavior were somewhat lim
ited and could not differentiate between specific types of 
sexual behavior (eg, oral, vaginal, and anal sex) nor deter
mine characteristics of the participants' sexual partners (eg, 
the HIV serostatus of partners). Thus, it is possible that some 
persons with relatively safe behavior (eg, oral sex without 
using a condom) might be grouped together with persons who 
engaged in higher risk behaviors (eg, anal sex without a 
condom). Our combined measure of risky sexual behavior 
(;:::2 sexual partners and inconsistent condom use) has been 
used in other recently-reported research,17 and the assessment 
of condom use at last intercourse provided the opportunity to 
make event-specific comparisons (eg, intoxication before last 
intercourse vs. condom use at last intercourse). Although we 
used validated measures of risky behavior and substance use, 
it is likely that some participants underreported these behav
iors. Because our measure of condom use asked only about 
use during the last intercourse, it is likely to underestimate the 
proportion of persons who do not always use condoms and 
who may be engaging in risky sexual behavior. 

Other study limitations included a lack of detail regard
ing the specific drugs that participants used, and a sample size 
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that was somewhat smaller in HIV-negative men, which 
limited the power to detect statistically significantdifferences 
to the same degree as in HIV-positive men. The generaliz
ability of the findings to nonveteran populations is not clear. 
However, the majority of previous research on alcohol and 
drug use and risky sexual behavior in HIV-positive men has 
been among samples of men who had sex with men, and our 
sample included additional risk groups. Finally, the cross
sectional nature of the data limited the ability to ascribe 
causality. 

In summary, our results demonstrate that many male 
veterans, both HIV-positive and HIV-negative, are engaging 
in risky sexual behavior. These findings reinforce the need for 
clinicians who provide care to veterans to conduct regular 
HIV risk assessments and provide prevention counsel
ing.J,31-33 Such counseling may be particularly important for 
persons who are already HIV-infected and continue to engage 
in risky sexual behavior. Our findings suggest that a single 
question about intoxication before intercourse can be used to 
identify HfV-positive men with an increased propensity for 
risky sexual behavior. Therefore, routine inquiries about 
intercourse should be included as part of routine HIV-pre
vention assessments, and specific advice to avoid being 
intoxicated in sexual situations may help to prevent risky 
sexual behavior and its resulting spread of HIV and other 
STDs. 
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BACKGROUND: The prevalence of torture among foreign-born patients 
presenting to urban mecIJcal clinics Is not well documented. 

OBJECTIVE: To determine the prevalence of torture among foreign
born patients presenting to an urban primary care practice. 

DESIGN: A survey of foreign-born patients. 

PATJENTS: Foreign-born patients. age 2: 1B. presenting to the PrImary 
Care Clinic at Boston Medical Center. 

MEASVREIIEIYTS: Self-reported history of torture as defined by the 
UN, and history of prior disclosure oftorture. 

RESVLTS: Of the 30B eUgible patients, BB (29%) decUned partrcipa
tion, and 7B (25%) were not Included owtng to lack of a translator. Par 
tictpants had a mean age of 47 years (range 19 to 76). were mostly fe
male ($2/142. 58%J. had been In the United States for an average of 14 
years (range 1 month to 53 years), and came from 35 countries. Fully, 
11% (16/142.95 percent confidence Interval 7% to 18%) ofpartJctpants 
reported a history of torture that was consistent with the UN definition 
of torture. Thtrty-ntne percent (9/23J of patients reported that their 
health care provider asked them about torture. WhJle most patients 
(15/23, 67%) reported dtscusstng their experience of torture with 
someone In the United States, 8 of 23 (33%) reported that this survey 
was their first disclosure to anyone In the United States. 

CONCWSION: Among foreign-born patients presenting to an urban 
primary care center, approximately lin 9 met the definition established 
by the UN Convention Against Torture. As survivors of torture may have 
significant psychological and physical sequelae, these data underscore 
the necessity for primary care physlclans to screen for a torture history 
among foreign-born patients. 

KEY WORDS: torture; prevalence. 
001: 10.IIII/J.1525-1497.2006.00488.x 
J GEN INTERN MED 2006; 21:764-768. 

R ecent events at Abu Ghralb and Guatimamo Bay have 
raised the public's awareness of torture. The United 

States of America became a Signatory of The United Nations 
Convention Against Torture and Other Cruel, Inhuman. and 
Degrading Treatment or Punishment (C.A.T.) In 1988. 1 The 
American Medical Assoctation's Code ofEthics states that phy
stctans must not "countenance, condone. or participate In 
the practice of torture or other forms of cruel, inhuman. or 
degrading procedures. whatever the offence ofwhich the victim 
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of such procedures Is suspected, accused or convicted."2.3The 
C.A.T. defmes survivors of torture as those who have endured 
"severe pain or suffering, whether phystcal or mental. , .. when 
such pain or suffering Is inflicted by or at the instigation of or 
with the consent or acquiescence of a public offteial or any 
other person acting In an official capactty.rt The Offices of the 
United Nations High Commissioner for Human Rights has 
documented the broad prevalence of torture around the 
world." 

The purpose of torture Is to break the mind, body, and 
splrtt of victims and to send fear tnto communities. Torture 
often Includes beatings, psychological_torment, rape, burning, 
suspension, electrical shocks, and detention under inhumane 
condtttons.f Torture ts one of the most traumat1Z1ng of human 
experiences and can result In significant long-term medical 

12 and psychological sequelae.7


Several community-based surveys of the prevalence of 
torture survivors in spec1ftc Immigrant communities have been 
published. Marshall et aJ. 13 surveyed a cohort of 586 Cambo
dian adults in Long Beach, California. who lived In Cambodia 
during the Khmer Rouge reign. and found that fully 54% re
ported a history of torture. Jaranson et aI. 14 surveyed 622 So
mail and 512 Oromo refugees In Minneapolis-St. Paul and 
found the prevalence of torture to be 36% and 55%, respec
tively. We are aware of 2 clinic-based SUIVeyS examining the 
prevalence of torture. Elserunan et aI. 15 reported a prevalence 
of torture of6.6% among a sample of 121 foreign-born patients 
presenting to an ambulatory clinic In New York City. Stgntfl
cantly, none of these patients were recognized to be survivors 
of torture by their treating physicians. In addition, Eisenman 
et aI. 16 surveyed 638 Latino adult patients In 3 community
based primary care clinics, Fifty-four percent reported political 
violence. and 8% reported torture, Those exposed to political 
violence had higher rates of physical and psychological prob
lems compared with those not exposed to political violence. In 
Elsenman'sl6 study, only 3% of the patients who had experi
enced political violence reported telling any clinician, and none 
reported that their current physician asked about a history of 
pol1t1cal violence. 

These studies all have relevance to primary care physi
cians (PCPs) serving immigrant populations. However, despite 
these Important data. It Is unclear how well these studies 
are repl1cable across a broad spectrum of immigrant primary 
care populations. Insufficient data have been presented on 
demographic factors that can be used by PCPs to Identify 
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htgh-rtsk groups and guide screening practices in the primary 
care setting. 

The primary objectives of this study are to determine the 
prevalence of torture among foreign-born patients presenting 
to an inner city primary care clinic in Boston and to evaluate 
whether or not patients have discussed their history of torture 
with their physicians. A secondary objective was to evaluate 
demographic variables (age. sex. duration in the United States. 
and region of ongm] as associated factors with having a history 
of torture. 

METHODS 
This is a survey of foreign-born patients presenting from July 
2003 to August2004 to the Boston Medical Center Primary 
Clinic. a large urban medical center. On days covered by 
project staff. study interviewers screened all patients present
ing for care through registration data or interview. Foreign
born patients were asked to participate in a survey while 
waiting to see their primary care providers. Inclusion crtterta 
were as follows: age ? HI years. foreign-born [outside of the 
United States and terrttories), and presenting to the Primary 
Care Clinic at Boston Medical Center. Patients were excluded if 
they were unwilling to participate in the survey. In addition. 
subjects were not able to participate if a professional inter
preter was not available. Patients referred to the Primary Care 
Clinic by the Boston Center for Refugee Health and Human 
Rights. who were known to be survivors of torture. were also 
excluded from this survey. 

Data Collection 

After obtaining informed consent. a research associate inter
viewed subjects using a structured instrument to ascertain 
baseline information including the following: age. sex. country 
of origin, year of arrival in the United States. and to ascertain 
whether the subject had a history of torture. Questions on 
personal and family exposure to torture were modified from 
Eisenman et al. 15 

•
17 While our wording differs. Montgomery 

and Foldspang1B found a sensitivity of 82% and a specificity of 
92% on comparing self-reported exposure with torture on a 
structured interview with in-depth psychological assessment. 
We asked. 'Were you ever harmed or threatened by the follow
tng: government. police. military or rebel soldiers?" Patients 
who endorsed this question were then asked. "Some people in 
your situation have experienced torture. Has that ever hap
pened to you or your family? Please explain," Patients were 
considered to have either personal or family exposure to tor
ture if they answered affirmatively to both questions and if the 
explanation given was consistent with the UN C.A.T. definition 
of torture, as described above. Subjects who identified trauma 
at the hands of robbers or bandits. or whose history of trauma 
was not clearly government sponsored or inflicted by a group 
that the government was not willing or was unable to control, 
were not defined as conforming to the UN defmltion of torture. 

Patients reporting a history of torture were referred with 
their consent to the Boston Center for Refugee Health and Hu
man Rights. a comprehensive program that cares for survivors 
of trauma and torture at Boston Medical Center. No informa
tion was retained for subjects who refused to participate. The 
study was approved by the Institutional Review Board at 
Boston Medical Center. 

Statistical Analysis 

The percent of patients reporting a personal or family history 
of torture is described through exact 95% confidence inter
vals [CI) for a binomial percentage. To evaluate regional 
variations, subjects' countries of ortgtn were categorized as 
follows: (l) Central America. South America, and the Carib
bean. (2) Asia. or (3) Africa. The percent of patients with a his
tory of torture Is compared across demographic groups 
through the X2 test of independence [for nominal characterts
tics such as sex, area of ortgtn) and the X2 test for linear trend 
in percentages [for ordinal categorizations [quint1lesj of age 
and years in the United States). Results significant at a 2
tailed P< .05 level are considered statistically significant. Com
putations were performed using STATA. version 8 (Stata, Col
lege Station. TX).19 

RESULTS 
Of the 453 Identified as potentially foreign-born based on reg
Istration data. 145 [32%) were excluded due to being born In 

the United States or terrttortes. Of the 308 eligible patients. 78 
[25%) were not asked to participate owing to the lack of a pro- . 
fesslonal translator. Of the 230 eligible patients asked to par
ticipate. 142 [62% of the 230 asked. 46% of 308 eligible) 
consented to participate in the survey. This sample had a 
mean age of 47 years [range 19 to 76). was mostly female 
[58%.82/142). had been in the United States for an average of 
14 years [range 1 month to 53 years). and came from 35 dif
ferent countIies rrable 1). Fully. 16% [23/142. 95% Cl11% to 
23%) reported a history of being personally tortured or having 
a family member tortured. Among these patients. 9 of 23 [39%) 
reported both personal and family member experience of tor
ture. 9 [39%) of 23 reported only a history of being personally 
tortured. and 5 [22%) of 23 reported only a history of torture 
experienced by a family member. Among the 18 patients who 
reported personal experience of torture. the UN defInition of 
torture was met in 16 [89%) of these cases to reveal a preva
lence of 11% (16/142,95% Cl 7% to 18%). Among the 5 pa
tients who reported only a history of torture experienced by a 
family member. the UN defmltion of torture was met in 4 [80%) 
of these cases. 

Most patients (15/23, 67%) reported discussing their ex
pertence of torture with people in the United States. However. 
only 39% [9/23) had ever discussed their expertence oftorture 
with a health care provider and 8 (33%) of23 reported that this 
survey was their first disclosure to anyone in the United 
States. 

Subjects in the United States for a shorter period of time 
had a significantly higher rate of reporting a history of personal 
or farnUy torture than subjects who had been in the United 
States longer [P< .01J [Fig. 2). For example. subjects in the 
United States for:::::3.5 years [lowest qumnle) had a 38% [95% 
CI 19% to 57%J rate of personal or family torture and subjects 
in the United States for > 30 years [highest qumttle) had a 40/0 
[95% CI 0% to 12%) rate of personal or family torture. 

Significant regional variation Is apparent. Whereas 6% 
(95% CI 1% to 11 %) of subjects from Central America, South 
America. and the Caribbean reported a history of personal or 
family torture, 18% of subjects [95% Cl 0% to 45%) from Asia. 
and fully 41 % of subjects [95% CI 24% to 57%) from Africa re
ported a history of personal or family torture [P<.OOI). 
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Table I, Demographics of Study Population wnh a History 01 Torture 
Exposure 

Patient Group "I. (n's) Wnh A Hlltery PValue· 
of Torture Exposure 

Overallsample 16 (23/142)
 
Sex .86
 

Males 1700/60) 
Females 16 (l3/82) 

Age(qulntilesl .70 
19 to 32 21 (6/29) 
33 to 45 6 (2/31) 
46 to 50 22 (6/27) 
51 to 60 26 (8/31)
6Ito 76 4 (l/24) 

Years In the United States (qulntiles) <.01 
<3.5 3801/29) 
3.5 to 9 14 (4/29) 
9.1 to 15.5 11 (3/27) 
15.6 to 22 13 j4/30)
 
23 to 53 4 (l/26)
 

Area of origin <.01 
Central Amel1ca, South America, 6 (6/94) 
and the Cal1bbean 
Asia 18 (2/11) 
Mrlca 41 (l5/37) 

·P-value comparing the percent with a history oftorture exposure across 
patient groups via the 1.2 test oj independencejot IUlminal variables (sex. 
areaoJongtn) and the 1." testfor trendJorordtnal iJariables (age, years in 
the UnIted States). 

There was no statistical trend relating the rate of reporting a 
history of torture with subJects' age (P=.70) or sex (P=.86). 

DISCUSSION 
We found that 11% (16/142, 95% CI 7% to 18%) of partiet 
pants reported a history of being personally tortured in a man
ner that met the UN definition of torture. Two associated 
factors for higher rates of torture were region of origin (Africa) 
and having been in the United States for a shorter period of 
time. However, the observation that subjects in the United 
States for a shorter period of time were more likely to be tor
tured is likely due to the fact that the duration for which sub
jects had been in the United States was associated with the 
region of origin (P< .01). For example, while half of all subjects 
who had been in the United States for less than 3.3 years (first 
qutntile) were of African origin, only 5% of those who had been 
in the United States for greater than 31 years (fifth quintilel 
were of African origin. 

Our findtng that 39% of subjects reporting torture had 
disclosed this history to a health care provider is extraordi
narily high when compared with the existing literature. Eisen
man et al. 16 reported only 3% ever telling a clinician about 
political violence, and 0% reported that their current clinician 
asked about political violence. There are several hypotheses 
for this unexpected finding. The greater Boston area Is a re
settlement site for many immigrant communities, and there 
are multiple organizations that serve the needs of these pop
ulations, including specific attention to the needs of survivors 
of torture and human rights abuses. Some of these organiza
tions are Physicians for Human Rights, The International Inst
Itute of Boston. and The Boston Center for Refugee Health and 

Human Rights. The presence of, and awareness about these 
orgamzanons in communities may increase awareness of tor
ture among both patients and providers. We have also provided 
tratntng about caring for survivors of torture to health care 
providers in multiple clinical sites in the greater Boston area, 
directly raistng awareness of this topic among primary care 
providers. 

Our findings on the prevalence of torture in African 
primary care patients (41%) Is stmllar to that reported by 
Jaranson et al. 14 in a community-based population of East 
African'refugees (25% to 69%). The prevalence of torture 
in subjects from Central and South America and the Carib
bean was 6%, compared with 8% reported by Eisenman16 in 
Latino primary care patients. Our prevalence of torture was 
higher than Etsenrnan P reported in a primary care sample of 
121 patients in NYC (6.6% vs 11%). It is possible that differ
ences in subjects' countries of origin may account for this 
difference. 

Several important limitations should be considered when 
interpreting these data. Few studies have examined the valid
ity of self-reported history of torture. The reference that we cite 
(Montgomery and Foldspangl'1 reports good Validity of a per
sonal report of torture to a clinical determination of torture as 
defined by the Tokyo Declaration. The validity of our questions 
in determining torture as established by the UN Convention 
has not been directly established. We did not evaluate socio
economic status and it is posstble that the prevalence of tor
ture may vary with socioeconomic status. We excluded 
subjects who were known to the Boston Center for Refugee 
Health and Human Rights, which is based at Boston Medical 
Center. This was appropriate, as two-thirds of patients seen at 
Boston Center for Refugee Health and Human Rights have 
been referred for care at the Boston Center for Refugee Health 
and Human Rights by outside sources (attorneys and resettle
ment agencies) and including such patients would tnapproprt
atelyenrtch our sample. Conversely, as one-third of the 
patients at the Boston Center for Refugee Health and Human 
Rights are referred from within Boston Medical Center exclud
ing such patients will deplete the sample and yield an under
estimation of the true prevalence of torture in- the clinic 
population. The magnitude of this effect, however, Is quite 
small due to the relative sizes of the Primary Care Clinics at 
Boston Medical Center (> 20,000 unique patients/year, > 33% 
foreign-born) and The Boston Center for Refugee Health and 
Human Rights (359 patients last year). Ineluston of subjects 
removed from the sampling pool due to internal referral would 
have increased our prevalence estimate from 11% (95% Cl 7% 
to 18%) to 13%. It is also possible that the prevalence we report 
Is an overestimate due to the presence of a specialized center 
for survivors of torture within the institution. Although pa
tients of the Boston Center for Refugee Health and Human 
Rights were not included in this survey, relatives and ac
quamtances of such patients, who themselves Itkely would 
have a high rate of exposure to violence, may have been drawn 
to the institution for this reason. It Is possible that overesti
mation of prevalence rates could be due to high utilization of 
health care services, as seen with domestic violence popula
tions. 2 0 Weighting the subject selection process by health care 
utilization was not possible because the surveys were admin
istered anonymously. 

We collected no information on nonparticipants. While It 
Is possible that some survivors of torture would choose to 
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avoid this study because of fear and stigma. we are unable to 
conftnn this conjecture. While the interview instrument used 
in this study has been validated previously. we were not able to 
confirm that the instrument operates effectively across the 
many cultures represented by the participants in this study. 
We did not ask whether participants were refugees or asylum 
seekers. This might have provided useful data for primary care 
providers. as Immigration status may be an important easily 
identlflable associated factor. It is unclear whether the point 
prevalence we report can be generalized to the foreign-born 
patients in other primary care practice settings. lt is important 
to realize that the actual point prevalence of torture will vary 
among clinical practices depending on the proportion of for
eign-born patients from different countries and various parts 
of the world. In addition. prevalence wtll change over time With 
country-specific situations. such as wars. oppressive leaders. 
and politics. 

The high prevalence of torture in foreign-born primary 
care patients highlights the importance of clinical interview 
and exam skills for primary care providers to identify patients 
who have experienced torture or potential vicarious trauma. 
Lack of recognition and treatment may result in significant 
psychological and physical sequelae. 

The clinical presentation of survivors of torture has been 
shown to be highly varied. 2 1

•
2 2 For example, patients may 

present to their primary care providers with chronic headache 
or organic brain syndromes due to head trauma. nerve palsies 
due to suspension..genital pain due to genital torture. foot pain 
due to falanga, chest pain. abdominal pain. hearing loss. or 
dental trauma. 10 Often. there are no telltale marks. and phy
sicians are not generally trained to detect the specific sequelae 
of torture.2 3 In addition. mental illness. including posttrau
matic stress disorder. depression. anxiety; adjustment disor
der. and psychosomatic illness..are all prevalent in torture 
survivors. butmay not be easily diagnosed in the absence of an 
appropriate history.24.25 This lack of recognition may result in 
unnecessary investigations. or labeling patients as "hypochon
driacs." At worse, the lack of a history wtll result in failure to 
get treatment and prolongation of suffering. 

Our results showed that this survey was their first dis
closure to anyone in the United States of being personally 
tortured or having a family member tortured for one-third 
of the subjects. SUrvivors of torture may try to avoid medical 
care due to fear of further persecution. deportation. and 
humiliation. They may not identify themselves to physicians. 
even when seeking services. Such patients may harbor a 
basic mistrust of physicians and may be reluctant to tell their 
caregivers about their history. For communities Without ded
icated immigrant and refugee services. providers may need 
more diligence to elicit a torture history in foreign-born 
patients. 

In our population. vartables associated With a higher 
risk of torture were recent arrival to the United States. and 
immigration from the African and Asian continents. We believe 
that clinicians should routinely ask patients from the African 
and Asian continents who are recent arrivals to the United 
States about a history of torture. Further studies of large num
bers of foreign-born patients across a broad spectrum of 
primary care practices are needed to stratify risk factors 
for torture in clinical settings. and to provide further guidance 
to clinicians for torture history screening in primary care 
settings. 

Screening programs. educational initiatives. and inter
ventions for treatment should be further studied. Physicians 
seeing immigrant patients in their practices should be famillar 
with the general backgrounds of their patients' countries of 
origin. common medical and psychological sequelae of torture, 
and should be knowledgeable about specialized referral cen
ters for survivors of torture. The Boston Center for Refugee 
Health and Human Rights has a web course available for pro
viders on caring for survivors of torture (www.bcrhhr.org).ln
formation about specialized treatment centers for survivors of 
torture can be found at The National Consortium of Torture 
Treatment Programs Web site. 2 6 

We thank Alison Sullivan. Jamayla Culpepper, Simran Kau: 
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vey. We thank Jennifer Carroll. MD. for contributions in study 
desIgn. 
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consent process but its presence on the form poses risks to the subjects the consent
process is designed to protect. Further, we argue that the regulations ought to be
amended to reflect this obligation.

Keywords: informed consent, consent form, international research, ethics,
human subjects research, confidentiality

The doctrine of informed consent is well-established as a corner-
stone of biomedical research ethics, based on an assumption that
informing potential subjects and emphasizing voluntary decision
making respects and protects their autonomy. Although the consent
form is designed to facilitate the process of informed consent and
thus advance the interests of potential research subjects, difficulties
may arise when the consent form itself poses a risk to subjects. It is
particularly problematic that existing national and international
regulations do not adequately address this potential conflict.

Consider the following actual case. Investigators from a U.S.
institution are conducting a trial in Africa examining the poten-
tial benefits of a preventive intervention on transmission of sexu-
ally transmitted diseases. The study will assess the efficacy of this
intervention in both HIV-infected and HIV-uninfected subjects,
and study procedures will be identical for both populations.
Although the investigators consider the study of both populations
to be essentially one study, there are different funding sources for
studying the infected and uninfected subjects. In keeping with
the Council for International Organizations of Medical Sciences
(CIOMS) guideline 5, it is the policy of one sponsor that the investi-
gators must disclose the identity of the sponsor to study participants
(CIOMS, 2002). Because that sponsor wants its name to appear only
on the forms of the subjects whose enrollment it is funding, the
sponsor wants separate consent forms for the two populations, with
the forms differing only in the sponsor that is named.

The investigators plan to obtain written informed consent
from each subject and to provide full oral disclosure of all impor-
tant aspects of the study to participants, including a discussion of
their HIV status and the identity of the sponsor funding the arm
of the study in which participants are enrolled. Not including
subjects’ HIV status on consent forms is relatively standard prac-
tice. However, the investigators in this case also wish to omit the
name of the sponsor of the study from the form and to use the
same consent form for the infected and uninfected subjects. They
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are concerned that using two different forms including the name of
the sponsor will allow the forms to serve as a surrogate for subjects’
HIV status. Given the very close living conditions in this particular
population, investigators worry that individuals may not be able to
keep consent forms private. Having worked in this community for
years, investigators believe that the presence of information on the
consent form that could identify particular subjects as having HIV
could lead to significant discrimination against those individuals.
Based on their experience with this community, they also are con-
cerned that uninfected subjects might use their forms (containing
the name of the sponsor associated with the study of uninfected sub-
jects) as “certificates of negativity” in order to engage in potentially
high-risk sexual activity for themselves and partners. In other words,
they are concerned that these forms, if misused or misunderstood,
will facilitate activities that may increase risks of HIV transmission.

The issue at hand is whether investigators ought to be permit-
ted, or even required, to exclude a particular piece of information
from the consent form when including that information poses a
risk to the subject and, potentially, to the community at large. No
information will be withheld from participants during the consent
discussion. At issue is only what appears on the consent document
that is signed by participants and given to them for future reference.

We are aware of no literature or regulation that addresses
this question directly. We will briefly review existing regulations
and guidelines, as well as the body of literature on alterations of
the consent process, in an effort to gain any insight or guidance
regarding this case and others like it, in which particular pieces of
information pose risks when present on consent forms. Following
this review, we argue that this type of situation indeed represents
a gap in existing regulations, and that excluding potentially
harmful information from the consent form is sometimes not
only ethically acceptable but, in fact, ethically obligatory.

Regulatory Guidance

The Common Rule (U.S. 45 CFR 46) does not directly address
the inclusion of the sponsor or selective omission of particular
pieces of information from consent forms. The regulations
explicitly allow for an Institutional Review Board (IRB) to waive
the requirement for a signed form altogether if “the only record
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linking the subjects and the research would be the consent docu-
ment and the principal risk would be potential harm resulting
from a breach of confidentiality” (45 CFR 46.117.c). In this case,
the subject should be given the option of signing a consent form
but may be allowed to decline. The IRB also may waive the require-
ment for a signed form if “the research presents no more than mini-
mal risk of harm to subjects and involves no procedures for which
written consent is normally required outside of the research con-
text” (45 CFR 46.117.c). As the study at hand involves a minor
surgical intervention and monitoring for sexually transmitted dis-
ease, it poses greater than minimal risk and thus is not eligible for
waiver of a signed consent form. Furthermore, although the risk
presented by a signed form containing the name of the sponsor
may be one primarily of confidentiality, the risk does not derive
from the form itself. Rather, the risk to subjects derives from the
presence of the sponsor’s name, which could serve as a surrogate
for the subject’s HIV status. Investigators express no desire to waive
the requirement for a signed form altogether.

IRBs may approve “a consent procedure which does not
include, or which alters, some or all of the elements of informed
consent” (45 CFR 46.116.c) under the following conditions:

1. The research involves no more than minimal risk to subjects;
2. The alteration must not affect the rights and welfare of the

subjects;
3. The research could not practicably be carried out without the

waiver or alteration; and
4. Whenever appropriate, the subjects will be provided with

additional pertinent information after participation (45 CFR
46.116.c).

Again, the proposed study does not meet these criteria due to
the fact that it poses greater than minimal risk to the subjects.
While we believe the alteration proposed (removing the name of
the sponsor from the consent form) poses no greater than minimal
risk, the regulations appear to require that the study itself not pose
more than minimal risk in order for any alterations to be allowed.

International guidelines are silent on the issue of particular
exclusions from the consent form. As mentioned earlier, guide-
line 5 of the CIOMS guidelines includes the sponsor of the study
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in the list of information that ought to be included on the
consent form. However, the commentary on guideline 4 discusses
circumstances in which the requirement for a signed consent
form may be waived. Similar to the Common Rule, it states that
waivers of signed consent forms may be “approved when existence
of a signed consent form would be an unjustified threat to the
subject’s confidentiality” (CIOMS, 2002).

Relevant Literature

We are aware of no literature that directly addresses the issue of
excluding particular information from consent forms. Perhaps
most closely related are papers discussing the acceptability of
withholding relevant information from participants during the
consent process (deception) and of waiving the requirement for
signed or written consent.

If deception is necessary in order to answer an important
research question, it is generally agreed that investigators should
provide research participants with the maximal amount of infor-
mation possible that may be material to their decision (Murray,
1980; Wendler, 1996). Although withholding the sponsor’s identity
from subjects altogether may be seen as deceptive, investigators in
this case fully intend to disclose sponsors’ identities orally. The
study is not deceptive, and this body of literature is relevant only in
that it may suggest a need to ensure that investigators do inform
subjects of the sponsors’ names to the extent that this information
is material to the subjects’ decision about participation.

More germane to this topic is work discussing situations in
which signed or written consent forms may be omitted (Appelbaum,
Lidz, and Meisel, 1987; Levine, 1986; Wendler and Rackoff, 2001).
This literature is consistent with the provisions within the CIOMS
guidelines (2001) and the federal regulations (45 CFR 46) that
allow written consent to be waived. In some settings, written
consent is impractical, and oral consent (e.g., for telephone sur-
veys) or no consent (e.g., chart review studies) are considered
acceptable. In other settings, written consent is avoided because
participants are illiterate, and using a written form is at best
unhelpful and at worst disrespectful. Wendler and Rackoff
(2001), for example, discussed a wide range of situations in which
they believe that the requirement for a signature, in particular, is
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inappropriate. Such cases may involve fears of persecution, differ-
ing cultural views of signatures, physical inability to perform the act
of signing, false impressions of subjects on the binding nature of
research participation, and risks to confidentiality. They argued that
in each of these cases, the signature itself is not an essential part of
the consent process, and numerous alternatives exist to the stan-
dard signed consent form that allow for all essential elements of the
informed consent process to occur. While these authors did not dis-
cuss excluding particular information on the form, their arguments
for waiving the need for a signature at times when it undermines
the interests of subjects would seem to support this practice.

Other scholars also have argued that the need for a signed,
written consent form can be outweighed by important subject
interests, particularly when the form threatens confidentiality
(Appelbaum et al., 1987; Levine, 1986). In short, there is prece-
dent for and arguments to support avoiding the use of consent
forms when information could be stigmatizing and risky to partic-
ipants, and for avoiding the requirement for a signed consent
form when the signature runs contrary to subjects’ interests.

The recent report of the National Bioethics Advisory Com-
mission (NBAC) on international research ethics also emphasizes
that the prima facie need for documented informed consent must
be considered in light of the specific circumstances of the
research study being performed.

Federal policy should require investigators to document that they have
obtained voluntary informed consent, but should be flexible with
respect to the form of such documentation. Especially when individuals
can easily refuse or discontinue participation or when signed forms
might threaten confidentiality, IRBs should permit investigators to use
other means of identifying that informed consent has been obtained.
(NBAC, 2001)

The report goes on to assert that there exists no case law in which
written informed consent has been required and recommends
that measures to increase protections for privacy and confidenti-
ality are needed.

Although it can be an important part of the consent process,
the consent form is not the whole process. Research subjects have
important interests that may conflict with and at times override
the need for a signed, written consent form.
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The Value of the Consent Form

Given the above discussion, it is important to consider the pur-
pose of the consent form and the ethical value it possesses. Some
sense of the ethical value of the form will allow us to make an
assessment about whether countervailing moral considerations
might ever warrant omitting particular information from the
form. The most obvious, and perhaps primary, purpose of the
form is legal. By documenting what participants were told about
the study and that they voluntarily agreed to participate, a signed
document potentially offers some protection to the investigator,
institution, and participants (45 CFR 46.117; Levine, 1986; Macklin,
1999; Meisel and Kuczewski, 1996). Second, the consent form
may serve as an “adjunct” to the consent process (Appelbaum et al.,
1987). It may be given to participants prior to talking with the
investigator in order to give them information ahead of time
(Neptune, 1996), or investigators may refer to the document dur-
ing a consent discussion in order to ensure that all relevant topics
are covered. For participants who decide to enroll in research,
the form may be a useful document to which they may refer over
the course of a study in order to remember study details and
answer questions (ACHRE 1996). Finally, the consent form gives
IRBs a window into the consent process for the purpose of evalu-
ating its adequacy (ACHRE, 1996).

Although the signed, written consent form is the paradig-
matic way to satisfy legal demands for documentation, other
forms of documentation exist, and they have not been shown to
be any less valuable legally. In fact, there is no case law or data
to establish the primacy of signed, written documentation over
other methods, such as video or audio documentation of the
participant’s agreement. Where signed consent is avoided
because participants are illiterate or object to the signing of
forms, or where a written consent form poses a risk to confiden-
tiality, it is not uncommon, in our experience, for investigators
themselves to sign a document attesting that they have dis-
closed relevant information and answered questions, and that
the participant joined voluntarily. Indeed, the Food and Drug
Administration (FDA) explicitly advises the use of video docu-
mentation in certain settings (U.S. Food and Drug Administration,
1998).
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Despite near universal use of written consent forms in bio-
medical research and a body of literature studying the process of
informed consent (Sugarman et al., 1999), the effectiveness of
consent forms in facilitating the consent process is largely
unknown. A recent study demonstrated that consent forms for
Phase I oncology trials appeared clear in describing the risks and
benefits of these studies (Horng et al., 2002). The authors thus
challenge the view that consent forms are responsible for the sig-
nificant misunderstandings participants are known to have about
the nature of Phase I studies (Daugherty et al., 2000; Rodenhuis
et al., 1984). Other studies have demonstrated marginal benefits
at best when looking at the utility of written information at all
(Layton and Korsen, 1994) and written information provided at
different time points (Neptune, 1996).

On the other hand, early work on providing written informa-
tion for cancer treatment suggested that patients had a more
complete understanding of their diagnosis and treatment options
when given written information as part of the consent for treat-
ment (Morrow, Gootnick, and Scmale, 1978). Similarly, there are
anecdotal reports that participants like having forms to which
they can refer later (ACHRE, 1996), and some believe they con-
vey the voluntary nature of research (Kass, Maman, and Atkinson,
in review). In addition, several studies have soundly demon-
strated that consent forms do not achieve specified goals of read-
ability and comprehensibility (Paasche-Orlow, Taylor, and
Brancati, 2003; Silva and Sorrell, 1988), suggesting that their
potential utility may be far from maximized. Although some stud-
ies have demonstrated increases in subject understanding as a
result of consent form improvements, these increases generally
have been small (Flory and Emanuel, 2004; Joffe et al., 2001).
Some of the same studies and others have highlighted deeper
and more substantial problems with the consent process in gen-
eral (Joffe et al., 2001; Titus and Keane, 1996).

Although the data on the utility and value of written consent
forms are, to some degree, conflicting, we can at least conclude that
the value of consent forms does not appear to be overwhelming.
That is, consent forms are not so important that concern for the
form overrides other important interests that subjects may have.

Might it be particularly valuable to subjects to have the name
of the sponsor on the consent form—more valuable than for
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other types of information? It is difficult to see why this informa-
tion would have any special reason to be included. From a legal
perspective, it seems that documenting oral disclosure of the
sponsor would be sufficient. Similarly, subjects are unlikely to
need to refer back to the name of the sponsor or reread informa-
tion about the sponsor. If they do, they can easily contact investi-
gators if they forget the sponsor’s identity. In contrast, there may
be clear benefits to subjects to have written information on
potential adverse effects of an intervention or contact informa-
tion if such an event should occur. In short, the primary benefit
of disclosing the research sponsor to human subjects is to achieve
transparency and to allow the subjects to take into account who is
sponsoring the research study. There seems to be no special role
for a consent form in achieving this benefit.

When Can Information Be Excluded?

In cases where participants could potentially face significant risk
by including information such as the name of the sponsor on
the consent form, the moral imperative to reduce harms to
research subjects seems to trump any requirement for complete
documentation on the form. In this case, the risks posed to HIV-
infected individuals by having consent forms serve as a surro-
gate for their HIV status is a significant issue. Similar risks are
likely to be present in studies of other diseases with potential
stigma, such as mental illnesses and other sexually transmitted
diseases, particularly in settings where consent forms are not
private documents. Which pieces of information pose risk also
will vary in different cases. In this case, it is the name of the
sponsor; in others, different pieces of information could place
subjects at risk.

The investigators’ concern that HIV-uninfected individuals’
consent forms could serve as “certificates of negativity” and facil-
itate or encourage risky behavior is a more complicated concern
about communal risks, as opposed to risks to individual subjects.
The degree to which IRBs ought to protect community mem-
bers from risky behavior on the part of research subjects is a
topic that warrants further discussion but is outside the scope of
this paper.
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Given the significant concerns at stake, a simple solution
exists that achieves the goals of all parties involved and allows for
all of the goals of the consent form to be fulfilled. First, investiga-
tors should assure the IRB that they will continue to provide com-
plete oral disclosure of all relevant aspects of the study to each
subject. Second, the investigators should simply state on the con-
sent form that the name of the sponsor and the subjects’ HIV sta-
tus will be discussed with each subject in person, but that this
information does not appear on the form in an effort to protect
the subjects’ confidentiality.

It is crucial that important interests of participants not be super-
ceded by a consent form orthodoxy that rigidly requires exhaustive
consent forms in all cases. We believe that, in this case and others
like it, it is not only permissible for the investigator to omit the spon-
sor from the form; it is obligatory to omit this information.

In fact, it would represent a failure of the IRB system not to
require investigators to omit this potentially damaging informa-
tion that is already fully disclosed. Founded on the principle of
local review, the IRB (both in the host country and in the United
States) has an obligation to consider the special circumstances of
the subject population and the community in which the subjects
live, including local views and practices relevant to confidentiality
(Puglisi, 2000). It is important to note that it is not easy for IRBs
in sponsoring countries to be fully aware of cultural or social dif-
ferences in host countries, and there will certainly be gaps. How-
ever, sponsoring country IRBs should attempt to understand host
communities as well as possible and attend carefully to concerns
of which they are aware. Otherwise, IRBs abrogate their commit-
ment to conduct rigorous and sensitive local review. Further-
more, IRBs are charged with the duty of identifying and
balancing competing interests that are at stake in particular pro-
tocols. To weigh subjects’ interests in confidentiality with the
importance of including the sponsor’s name on the consent form
is entirely within the purview of IRBs.

Sponsors of research, particularly in the international set-
ting, also have an obligation to be sensitive to the realities of the
communities in which they sponsor research, as well as to allow
IRBs and investigators the latitude necessary to protect subjects’
interests. Modifying the consent process in the way that we pro-
pose in no way involves lowering or altering the ethical standards
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to which sponsors desire to adhere. Rather, these modifications
are required in order to realize those ethical goals.

Conclusion

Investigators and IRBs, in this case and in other, similar cases,
have an obligation to place important interests of the participants
over any need to include the name of the sponsor on a written
consent form. As a result of this case study, we suggest that regula-
tions and guidelines ought to be amended to allow explicitly the
exclusion of particular information from the consent form when
including that information runs counter to overriding interests of
the participants and their community, and when omitting that
information poses no significant risks to subjects. In crafting such
modifications to the regulations, and in implementing any
changes, it will be important to pay close attention to the types of
information that have special reason to be documented explicitly.
Potential adverse effects, for example, have special reason to be
given to subjects in written form; there are surely others, as well.

This argument is not about withholding information; it is
about what ought to appear on the consent form. The form
ought to mention that the name of the sponsor is omitted inten-
tionally, and investigators should discuss the reasons for this
omission with subjects. However, we must be vigilant in prevent-
ing consent form orthodoxy from compromising the interests of
the individuals the informed consent process is expressly
designed to protect.
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OBJECTIVES: To assess whether older age is independ

ently associated with hemorrhage risk in patients with atrial
 
fibrillation, whether or not they are taking warfarin ther

apy.
 
DESIGN: Cohort study.
 
SETTING: Integrated healthcare delivery system.
 
PARTICIPANTS: Thirteen thousand five hundred fifty

nine adults with nonvalvular atrial fibrillation. 
MEASUREMENTS: Patient data were collected from au
tomated clinical and administrative databases using previ
ously validated search algorithms. Medical charts were 
reviewed from patients hospitalized were for major hem
orrhage (intracranial, fatal, requiring ~2 units of trans
fused blood, or involving a critical anatomic site). Age was 
categorized into four categories « 60, 60-69, 70-79, and 
~80), and multivariable Poisson regression was used to 
assess whether major hemorrhage rates increased with age, 
stratified by warfarin use and adjusted for other clinical risk
 
factors for hemorrhage.
 
RESULTS: A total of 170 major hemorrhages were iden

tified during 15,300 person-years of warfarin therapy and
 
162 major hemorrhages during 15,530 person-years off
 
warfarin therapy. Hemorrhage rates rose with older age,
 
with an average increase in hemorrhage rate of 1.2 (95%
 
confidence interval (CI) 1.0-1.4) per older age category in
 
patients taking warfarin and 1.5 (95% CI = 1.3-1.8) in
 
those not taking warfarin. Intracranial hemorrhage rates
 
were significantly higher in those aged 80 and older (ad

justed rate ratio = 1.8, 95% CI = 1.1-3.1 for those taking
 
warfarin, adjusted rate ratio = 4.7,95% CI = 2.4-9.2 for
 
those not taking warfarin) than in those younger than 80.
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CONCLUSION: Older age increases the risk of major 
hemorrhage, particularly intracranial hemorrhage, in pa
tients with atrial fibrillation, whether or not they are taking 
warfarin. Hemorrhage rates were generally comparable 
with those reported in previous randomized trials, indicat
ing that carefully monitored warfarin therapy can be used 
with reasonable safety in older patients. J Am Geriatr Soc 
54:1231-1236,2006. 

Key words: aging; anticoagulation; hemorrhage; atrial 
fibrillation 

Anticoagulation therapy with warfarin effectively re
duces the risk of ischemic stroke associated with atrial 

fibrillation but also increases the risk for major hemor
rhage.l" Although previous randomized trials of warfarin 
for atrial fibrillation reported low rates of hemorrhage, 
these studies included few patients aged 80 and older and 
selected their patients more rigorously than in actual clin
ical practice.l-" It is uncertain whether the low bleeding 
rates observed in trial settings apply to patients with atrial 
fibrillation in usual clinical care. Prior studies have also 
provided conflicting evidence as to whether older age is an 
independent risk factor for warfarin-associated hemor
rhage.6-8 As increasing numbers of elderly patients take 
warfarin for atrial fibrillation," more-precise data are need
ed on hemorrhage rates in the oldest patients. 

Most observational studies of warfarin did not specif
ically address the risk of hemorrhage in patients with atrial 
fibrillation. Studies generally included patients taking war
farin for mechanical heart valves or venous thromboembo
lic diseases, conditions that may have different clinical 
characteristics and target anticoagulation intensities than 
atrial fibrillation. Previous studies also lacked sufficient 
outcome events to examine the association between age and 
different types of hemorrhage, an important concern be
cause risk factors and consequences of hemorrhage differ 
between intracranial and extracranial hemorrhages.l? To 
address these concerns, data from the large AnTicoagula
tion and Risk Factors In Atrial Fibrillation (ATRIA) cohort 
were analyzed to assess whether older age is independently 

JAGS 54:1231-1236,2006 
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associated with risk of intracranial and extracranial hem
orrhage in patients with nonvalvular atrial fibrillation. 

METIIODS 
ATRIA is a cohort study of 13,559 adults aged 18 and older 
with diagnosed atrial fibrillation and who received care 
within Kaiser Permanente of Northern California, a large 
integrated healthcare-delivery system. Details of the cohort 
assembly have been described previously.11 Cohort mem
bers were identified by searching electronic inpatient, out
patient, and electrocardiographic databases for physician
assigned International Classification of Diseases, Ninth 
Revision, Clinical Modification (ICD-9) diagnoses of atrial 
fibrillation (427.31) between July 1, 1996, and December 
31, 1997. To focus on nontransient, nonvalvular atrial fi
brillation, patients with ICD-9 diagnoses of mitral stenosis, 
valvular repair or replacement, transient postoperative 
atrial fibrillation, or concurrent hyperthyroidism were 
excluded.11 

Hemorrhage Outcomes Assessment 
Hospitalization and billing databases were searched elec
tronically through August 31, 1999, for primary and sec
ondary discharge diagnoses of intracranial hemorrhage and 
primary discharge diagnoses of extracranial hemorrhage. 
Secondary discharge diagnoses of extracranial hemorrhage 
were not included, because initial validation studies re
vealed that few of these events represented true incident 
major hemorrhages.V Hemorrhages that occurred as a 
complication of a hospitalization for another problem were 
not included. Because Kaiser Permanente is an integrated 
healthcare system, hemorrhagic events that incurred med
ical bills were identified even if they occurred at non-Kaiser 
Permanente medical facilities. 

A clinical outcomes committee reviewed the hospital
ization medical records of all potential outcome events us
ing a formal study protocol. Hemorrhagic events were 
categorized as occurring on or off warfarin based on chart 
review. The international normalized ratio (INR) at pres
entation before reversal of excessive anticoagulation was 
obtained from review of the medical record and the in
patient health plan laboratory database. Intracranial 
hemorrhages associated with major head trauma (e.g., neu
rosurgical procedure, high-velocity motor vehicle accident, 
and skull fracture) were excluded, because interest was pri
marily in the risk of spontaneous hemorrhages. Major ex
tracranial hemorrhages were defined as fatal, requiring 
transfusion of two or more units of packed blood cells, or 
hemorrhage into a critical anatomic site (other than intra
cranial). 

Patient Characteristics 
Data on patient age and sex were obtained from electronic 
databases. Diagnoses of specific medical conditions were 
obtained through automated searches of electronic clinical 
inpatient and ambulatory databases for relevant ICD-9 
codes during the 5 years before study enrollment. This 
search strategy was validated by reviewing a subset of 
medical records, as has been described previously.':' Clin
ical risk factors in the Outpatient Bleeding Index (prior is
chemic stroke, prior gastrointestinal hemorrhage, anemia 

(hemoglobin < 13 g/dL in men and < 12 g/dL in women), 
serum creatinine> 1.5 mg/dL, coronary artery disease, and 
diabetes mellitus]!" and other potential risk factors for 
hemorrhage (prior hematuria, prior other hemorrhage, he
patic cirrhosis, and mechanical fall complicating a previous 
hospitalization) were specifically searched for. Although 
nonsteroidal antiinflammatory drug (NSAID) and aspirin 
use increase hemorrhage risk,6,15their use was not captured 
comprehensively in the pharmacy database because of their 
availability without prescription. Attempts were made to 
ascertain whether aspirin was a potential confounder by 
reviewing the outpatient medical charts of 232 subjects not 
taking warfarin, as part of a previously described case-con
trol study.l? Information on aspirin use by outpatient war
farin users was lacking; instead, aspirin use is provided from 
chart review of 467 inpatients taking warfarin who were 
hospitalized for a thromboembolic or hemorrhagic event. 
The rationale was that, if aspirin use was not associated 
with older age, it would not confound the association be
tween age and hemorrhage. 

Warfarin Exposure 
Warfarin exposure was ascertained from automated clini
cal, pharmacy, and laboratory databases using an algorithm 
previously validated through chart review.P Patients who 
were newly started on warfarin were defined as those with
out a previous filled prescription for warfarin in the 12 
months before cohort enrollment and with no more than 
one outpatient INR measurement in the year before en
rollment. The start date of warfarin was considered the date 
the prescription was dispensed. Length of warfarin expo
sure was calculated based on the number of days supplied 
per prescription. If there were gaps between prescriptions, 
patients were considered to be continually taking warfarin 
if the gaps were less than 60 days or if there were INR 
measurements at least every 42 days. 

For patients taking warfarin, information on anticoag
ulation intensity and INR variability were obtained, be
cause these factors have been associated with hemorrhage 
risk.! An adapted linear interpolation method was used to 
determine the person-time each patient spent at different 
INR intervals.P If a person was taking warfarin according 
to pharmacy records but the interval between INR meas
urements was greater than 8 weeks, the INR values for this 
extended period were not interpolated and instead were 
categorized as "not available"; 18% of the INR person-time 
of warfarin users met this criterion. INR variability was 
calculated by using the modified formula reported previ
ously.! 

Statistical Analyses 
Patients who were taking warfarin were analyzed separate
ly from those who were not. Because individual patients 
could have multiple periods on or off warfarin, a general
ized estimating equation approach was used to account for 
correlation of observations obtained from the same pa
rienr."? Each patient was followed prospectively until the 
occurrence of a hemorrhagic event, the end of the study 
period, disenrollment from the health plan, or death. Pa
tients suffering an intracranial hemorrhage remained at risk 
for an extracranial hemorrhage and vice versa. Event rates 
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for each age category were calculated by dividing the 
number of hemorrhagic events by the total person-years of 
follow-up in the specified warfarin category. 

Multivariable Poisson regression models were used to 
assess whether age was associated with higher hemorrhage 
risk, grouping age into four ordinal categories « 60,60-69, 
70-79, and ~80) and testing for an increasing trend in 
hemorrhage risk per incremental age category while ad
justing for other potential risk factors for hemorrhage. Only 
those covariates with P <.1 according to univariate analysis 
were included in the final multivariable model for each 
outcome to avoid overfitting of the models. For patients 
receiving warfarin therapy, potential covariates also includ
ed INR intensity (dichotomized as ~ 4.0 and <4.0) and 
INR variability (dichotomized as > 90th and :-:; 90th per
centile of variabiliryl.V'" Finally, separate multivariable 
models were developed to assess the effect of age on the risk 
of intracranial and major extracranial hemorrhages. 

Allanalyseswere performed usingSAS software, version 
9.1 (SAS Institute, Inc., Cary, NC). The institutional review 
boards of the collaborating institutions approved the study. 

RESULTS 
The cohort was followed for a median of 2.4 years (inter
quartile range 1.8-2.8 years). The mean age ± standard 
deviation of the cohort was 71 ± 15, and 28% of the total 
person-years were from patients aged 80 and older. Older 
patients were more likely to have risk factors for ischemic 
stroke, such as hypertension and coronary disease, and risk 
factors for hemorrhage, such as prior gastrointestinal hem
orrhage, anemia, and renal insufficiency (Table 1). INRs of 
4.0 and higher and high INR variability did not vary sig
nificantly by age (P =.90 and .08, respectively, Table 1). 

Hemorrhagic Events 
A total of 170 major hemorrhages were identified during 
15,300 person-years of follow-up in patients taking warfa
rin, and 162 hemorrhages were identified during 15,530 
person-years in patients not taking warfarin. There were 72 
intracranial and 98 major extracranial hemorrhages that 
occurred in patients taking warfarin (annualized rate 0.47%, 
95% confidence interval (CI) = 0.37-0.59 and 0.64%,95% 
CI = 0.53-0.78, respectively) and 46 intracranial and 116 
major extracranial hemorrhages that occurred in patients 
not taking warfarin (annualized rate 0.29%, 95% 
CI = 0.22-0.39 and 0.75%, 95% CI = 0.62-0.90, respec
tively). Eighty-nine percent of the 214 major extracranial 
hemorrhages involved the gastrointestinal tract. 

Twenty-nine percent of the cohort, with a mean age of 
70 ± 11, was considered to be newly started on warfarin. 
Only three intracranial and four major extracranial hem
orrhagic events were observed during the first month after 
starting warfarin. The annualized rate of intracranial hem
orrhage in the first month of taking warfarin was 0.92 %, 
compared with 0.46% after the first month (crude relative 
rate = 2.0, 95% CI = 0.6-6.7). The rate of major extracra
nial hemorrhage was 1.2% in the first month of taking 
warfarin, compared with 0.61 % afterward (crude relative 
rate = 2.0, 95% CI = 0.7-5.8). There were too few events 
to assess whether hemorrhage rates differed by age in the 
early phase of warfarin therapy. 

Age and Risk for Hemorrhage 
Upon univariate analysis, the rate of all major hemorrhages 
rose with older age, in patients taking and not taking war
farin. In patients who were taking warfarin, the average 

Table 1. Clinical Characteristics of 13,559 Patients with Atrial Fibrillation, Stratified by Age and Warfarin Status 

On Warfarin Off Warfarin 

Age (number of person-years) 

<60 6O-S9 70-79 ~80 <60 6O-S9 70-79 ~80 

(1,453) (3,269) (6,767) (3,818) (2,493) (2,946) (5,253) (4,934)
Mean Mean
 

Patient Characteristics Age ± SO % Age ± SO %
 

Women 74 ± 11 22.9 34.9 44.9 53.7 74 ± 14 26.8 39.2 45.7 54.8 
Prior ischemic stroke 74 ± 11 7.7 9.2 12.5 15.6 77±9 1.4 3.8 6.5 8.2 
Diagnosed hypertension 72 ± 11 39.6 52.0 55.7 54.7 73 ± 12 28.2 51.1 53.6 52.3 
Known coronary disease 73± 10 15.9 28.7 33.5 33.8 75 ± 10 9.3 25.7 30.9 31.8 
Diabetes mellitus 71 ± 10 15.7 23.1 19.4 13.9 72 ± 11 9.4 17.1 18.6 10.8 
Prior fall during hospitalization 76 ± 10 1.1 2.1 2.5 5.0 79± 12 1.0 2.4 4.0 8.7 
Prior gastrointestinal bleed 73± 10 2.1 1.9 3.4 3.1 76± 12 2.0 3.4 5.8 8.3 
Prior hematuria 73± 10 0.9 2.2 1.8 1.8 75 ± 11 0.7 1.5 1.9 2.1 
Prior other bleed 73 ± 11 0.6 0.7 1.0 1.3 72 ± 11 0.5 1.3 0.9 1.0 
Hepatic cirrhosis 69±9 0.6 0.8 0.5 0.3 71 ± 12 0.9 1.2 1.4 0.7 
Anemia" 74± 10 6.8 8.6 12.6 18.4 76 ± 12 6.8 12.7 17.6 25.3 
Serum creatinine > 1.5 mgldL 74 ± 10 3.8 7.6 10.1 13.6 76 ± 11 4.6 7.4 8.7 12.5 
INR ~4.0 72±2 1.7 1.7 1.7 1.8 
INR variability> 90th percentile 71 ± 3 3.8 3.8 3.4 3.7 

• Anemia defined as hemoglobin < 13 g/dL in men and < 12 g/dL in women. 
SD = standard deviation; INR = international normalized ratio. 
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relative increase in the rate of hemorrhage from one age 
category to the next older age category was 1.3 (95% 
CI = 1.1-1.6). In patients who were not taking warfarin, 
the increase was 1.7 (95% CI = 1.5-2.1) per age category. 
Adjusting for potential risk factors for hemorrhage some
what attenuated these results; the relative increase in hem
orrhage rate in warfarin users was 1.2 (95% CI = 1.0-1.4) 
per age category once prior ischemic stroke, history of gas
trointestinal hemorrhage, anemia, renal insufficiency, INR 
at presentation, and INR variability were adjusted for. For 
patients not taking warfarin, the relative increase in hem
orrhage rate was 1.5 (95% CI = 1.3-1.8) per age category 
(adjusting for prior stroke, gastrointestinal hemorrhage, 
anemia, renal insufficiency, and diabetes mellitus). 

Upon univariate analyses, the unadjusted rate of intra
cranial hemorrhage remained relatively flat from age 60 
to 80 and then increased sharply at 80. This increase was 
observed in patients taking warfarin (adjusted rate ratio 
(RR) = 1.8, 95% CI = 1.1-3.1, comparing patients aged 
~80 with those < 80) and in patients not taking warfarin 
(adjusted RR = 4.7,95% CI = 2.4-9.2, comparing patients 
aged ~80 with those < 80) (Figure 1). 

The relationship between extracranial hemorrhage and 
age was less consistent. In patients taking warfarin, rates of 
extracranial hemorrhage were significantly higher at age 70 
to 79 than in those younger than 60, with an adjusted RR of 
2.0 (95% CI = 1.1-8.2). At age 80 and older, the risk lev
eled off, with an adjusted RR of 2.1 (95% CI=0.7-6.4) 
(Figure 2). In contrast, the increase in extracranial hem
orrhage rates in patients who were not taking warfarin rose 
in a linear fashion (Figure 2), with each older age category 
associated with an increase in hemorrhage rate of 1.3 (95% 
CI = 1.1-1.7) after multivariable adjustment. 

Aspirin was unlikely to be a significant confounder of 
the relationship between age and hemorrhage. In a sample 
of 232 outpatients not taking warfarin described in the 
Methods section, the proportion of patients taking aspirin 
did not vary significantly across age categories (39.4% 
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Figure 1. Unadjusted age-specific rates of intracranial hemor
rhage of 13,559 patients with nonvalvular atrial fibrillation 
taking and not taking warfarin. CI = confidence interval. 
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Figure 2. Unadjusted age-specific rates of major extracranial 
hemorrhage of 13,559 patients with nonvalvular atrial fibrilla
tion taking and not taking warfarin. CI = confidence interval. 

documented aspirin use in patients aged <60, 57.1 % in 
patients aged 60-69, 44.0% in patients aged 70-79, and 
53.1 % in patients aged ~80, chi-square P = .33). Of 467 
inpatients taking warfarin and hospitalized with an out
come event, aspirin use was uncommon, with only 8.4% of 
patients taking both medications, and no differences in as
pirin use by age were observed (chi-square P =.78). 

DISCUSSION 
The risk of major hemorrhage rose with older age whether 
subjects were taking warfarin or not in this large cohort of 
adults with nonvalvular atrial fibrillation. A notable finding 
was that the rates of intracranial hemorrhage-the most 
devastating form of hemorrhage-rose strikingly at the age 
of 80 and older. 

Reported rates of warfarin-associated hemorrhage in 
patients with atrial fibrillation vary considerably, probably 
representing at least some differences in the baseline bleed
ing risk of the source populations. Rates ranged from 
0.76% per yearl? to approximately 10% per year in a study 
of patients aged 75 and 0lder.2 0 Prior studies have also 
provided conflicting data on whether older age is a risk 
factor for warfarin-associated hemorrhage.3,6-8 ,2 1,22 Ad
vantages of the current study include a considerably higher 
number of outcome events, more person-years of observa
tion accumulated in the oldest patients, and separate anal
yses between intracranial and extracranial hemorrhages. 

The relationship between age and hemorrhage risk was 
found to be somewhat attenuated after adjustment for other 
medical conditions, suggesting that clinical factors related 
to aging mediate some of the higher risk. That an inde
pendent relationship still remained after multivariable ad
justment indicates that other age-related features contribute 
to hemorrhage risk and were not identified in this study. It 
is probable that age-related risk factors such as cerebral 
amyloid angiopathy and leukoaraiosis explain some of the 
association between age and risk of intracranial hemor
rhage. 23 ,24 It is also likely that the greater prevalence of 
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gastrointestinal pathology in older adults contributes to the 
higher risk of extracranial hemorrhages.Pr'" Although 
there is concern that older patients are more difficult to 
manage on warfarin, there were no significant differences in 
INR control across age categories, making it unlikely that 
INR instability mediated the observed age effects. 

The hemorrhage rates observed in patients who were 
taking warfarin were similar to the hemorrhage rates in 
patients who were not taking warfarin. Because prior stud
ies have demonstrated that warfarin clearly increases hem
orrhage risk, this finding suggests that clinicians may 
selectively prescribe warfarin for patients who have a low
er intrinsic risk for hemorrhage. This probable selection 
effect was more apparent in extracranial hemorrhages, 
which clinicians may more easily anticipate than intracra
nial hemorrhages. Intracranial hemorrhages are difficult to 
predict, and several of the known risk factors-namely, 
prior stroke and hypertension-are also indications for 
prescribing warfarin for atrial fibrillation. 

Hemorrhage rates in this observational study of actual 
clinical care were similar to the low rates reported in ran
domized trial settings, in which there was a large net benefit 
observed with warfarin. I ,27 The majority of patients in this 
cohort were prevalent users of warfarin, which may have 
contributed to the low rates of hemorrhage. Patients newly 
started on warfarin may be more likely to suffer hem
orrhagic complications. Indeed, higher rates of hemorrhage 
were observed in patients during their first month on war
farin therapy, but the small number of events makes such an 
estimate imprecise. It would be valuable for future assess
ments of warfarin safety to focus specifically on the initial 
phase of drug therapy. It is also possible that low hemor
rhage rates were observed, because dedicated anticoagula
tion clinics, which have been shown to improve anticoag
ulation control, cared for most patients.P' Anticoagulation 
in the appropriate INR range is integral to maximizing 
stroke prevention while minimizing hemorrhage risk.10,29 

This study demonstrates that warfarin can be used with 
reasonable safety in clinical settings, even in elderly pa
tients, if monitored carefully. 

This study had several limitations. As an observational 
study of actual clinical practice, it was subject to nonstand
ardized data collection, resulting in periods of missing war
farin exposure and unavailable INR data. Because warfarin 
treatment was not randomly assigned, confounding by 
contraindication may occur in that physicians are less likely 
to anticoagulate patients at higher risk for hemorrhage. 
Such residual confounding is less likely to affect the esti
mates of intracranial hemorrhage, because there are few 
validated clinical risk factors for intracranial hemorrhage. 
Identifying only hospitalizations with a primary diagnosis 
of extracranial hemorrhage may have missed some extra
cranial events, although previous validation studies of the 
cohort indicate that secondary discharge diagnoses of ex
tracranial hemorrhages rarely represented valid incident 
events and that including such events in the search algo
rithm would have added negligibly to the total number of 
major extracranial bleeds. Finally, comprehensive data on 
nonprescription aspirin and NSAID use were not available, 
because nonprescription medications were not routinely 
recorded in the health plan's pharmacy database. If older 
patients were more likely to take NSAIDs, then use of 

NSAIDs may confound some of the age effect. There was no 
significant association between aspirin use and age in sam
ples of outpatients and inpatients, making it less likely that 
aspirin use, at least, confounded the relationship between 
age and hemorrhage. 

This study provides clear evidence that major hem
orrhage rates rise with older age in patients with atrial fi
brillation, whether taking warfarin or not. In particular, the 
rates of intracranial hemorrhage rose sharply at the age of 
80 and older. Because patients with atrial fibrillation are 
generally older and have multiple comorbid conditions, 
care must be taken to minimize modifiable risk factors for 
hemorrhage when using warfarin, particularly avoiding ex
cessively high anticoagulant intensities. These results also 
support vigilance when initially starting warfarin therapy, 
although the absolute rates of major hemorrhage in this 
study were reassuringly low even in the oldest patients and 
comparable with rates reported in randomized trials. These 
findings indicate that well-managed warfarin therapy can 
be used safely in clinical practice to achieve substantial 
benefit in reducing the risk of atrial fibrillation-associated 
ischemic stroke. 
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OBJECTIVE: To evaluate the psychological. soctc-behavtoral, and 
medical Implications of apparently false-positive prostate cancer 
screening results. 

METHODS: One hundred and twenty-one men with a benign prostate 
biopsy performed In response to a suspicious screening test (bIopsy 
group) and 164 men with a normal prostate-specific antigen (PSA) test 
result (normal PSA group) responded to a questionnaire 6 weeks, 6 and 
12 months after their biopsy or PSA test. 

RESULTS: The mean ( ± SO) age of respondents was 61 ± 9 years 
(range. 41 to 88 years). One year later, 26% (32/121) of men In the bi
opsy group reported having worried "a lot" or "some of the time" that 
they may develop prostate cancer, compared with 6% (l0/164J In the 
normal PSA group (P< ,00 I). Forty-six percent of the biopsy group re
ported thinking their wife or significant other was concerned about 
prostate cancer, versus 14% In the normal PSA group (P<.OOI). Med
Ical record review showed that blopsled men were more likely than 
those In the normal PSA group to have had at least I follow-up PSA test 
over the year (73% vs 42%, P<.OOI), more likely to have had another 
biopsy (15% vs 1%, P< .00 I], and more likely to have visited a urologist 
(71%vs 13%. P<,OOI). 

CONCLUSION: One year later, men who underwent prostate biopsy 
more often reported worrytng about prostate cancer, In addition, there 
were related psychological, socto-behavtoral, and medical care Impli
cations, These hidden tolls associated with screening should be con
sidered In the dtscusstcn about the benefits and risks of prostate 
cancer screening. 

KEY WORDS: prostate biopsy: prostate cancer; screening, 
001: JO.I JlI/j.1525-1497.2006.00464.x 
J GEN INTERN MED 2006; 21:715--721. 

D espite controversy over the effectiveness of screening for 
prostate cancer.' the practice is widespread in the Unit

ed States.f The usefulness of the prostate-specific antigen 

(PSA) test as a screening tool for prostate cancer has recently 
been called into question by an early proponent of the test.P 
Stamey and colIeagues examined 1.317 consecutive radical 
prostatectomies between 1983 and 2003, and showed that se
rum PSA was related to prostate cancer 20 years ago. but in 
recent years was only related to benign prostatic hyperplasia. 
Given the uncertainty about the potential benefits of prostate 
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cancer screening, it is imperative to understand the potential 
for risks (including psychological distress) associated with 
screening, Previous work" demonstrated that many men with 
an apparently false-positive prostate cancer screening test, 
meaning a suspicious screening test followed by a benign bi
opsy (cautiously called "false positive" because some of these 
men may have had a false-negative biopsy result), suffered 
negative psychological effects about 6 weeks later. In this 
study, we evaluated the longer-term psychological and other 
effects of an apparently false-positive prostate cancer-screen
ing test, 

METHODS 

Study Sample 

A prospective cohort of men recently screened for prostate 
cancer was assembled between August 2001 and September 
2002 from the primary care practices of Massachusetts Gen
eral Hospital, Brigham and Women's Hospital, and Boston 
Medical Center to study the psychological, socio-behavioral. 
and medical care of patients who were not found to have can
cer after a prostate biopsy. The Institutional Review Board of 
each institution approved the study. 

Patients were identified through weekly review of pathol
ogy reports and PSA test results. The inclusion criteria were as 
follows: men. aged 40 and older, living in the United States, 
with a primary care physician at 1 of the participating insti
tutions, and a benign prostate biopsy performed because of a 
suspicious screening test (biopsy group). A normal PSA group 
consisted of men who had a normal PSA test (defined as 
<2.5ng/mL) during the same period. Exclusion criteria were 
as follows: a diagnosis of prostate cancer, inability to under
stand English, and permission from the physician not granted; 
previous prostate biopsy was an additional exclusion criterion 
in the normal PSA group. 

Study Design 

After telephone contact and consent were obtained, prospec
tive participants were mailed a brief « 10 minutes), self-ad
ministered. pretested questionnaire about 6 weeks after their 
benign biopsy (biopsy group] or normal screening PSA test 
(normal PSA group). Patients who returned the 6-week ques-
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ttonnatre, which was the baseline data collection, were sur
veyed again at 6 months, and those who responded at 6 
months were sent questionnaires at 12 months. Because of 
an Institutional Review Board stipulation that nonresponse 
after reminders be considered a refusal. patients who did not 
return any questionnaire were not sent further surveys. A tel 
ephone reminder and mailing to nonrespondents was em
ployed at each time point. Please see previous publication for 
additional details.? 

Response. After the initial phone contact and consent, 
480 patients were deemed eligible and sent a 6-week ques
tionnaire; 83%(239/287) in the biopsy group returned a 
survey and 87% (168/193) in the normal PSA group respond
ed. One man in the biopsy group and 7 in the normal PSA 
group were deemed ineligible based on responses to the first 
questionnaire, and were excluded from analysis and further 
follow-up. At 6 months, 83% (139/167) of the biopsy group 
and 84% (194/232) of the normal PSA group returned a ques
tionnaire. One man in each group reported being diagnosed 
with prostate cancer on the 6-month questionnaire, and was 
excluded from further analysis and follow-up. In the biopsy 
and normal PSA groups, 88% (121/138) and 85% (164/193), 
respectively, returned a 12-month questionnaire. Overall. 

63% (121/193) of the original biopsy group and 57% (164/ 
287) of the original normal PSA group returned a 12-month 
survey. 

Responders and Nonresponders. Based on characteristics re
ported in Table 1 at 6 weeks, there were some differences be
tween responders and nonresponders at 6 and 12 months. In 
the biopsy group, we found no difference between 6-month re
sponders and nonresponders in these Variables. and 1 differ
ence between 12-month responders and nonresponders. 
Twelve-month responders in the biopsy group reported having 
had more PSA tests at 6 weeks than nonresponders; 8% versus 
16% had 1 PSA test, 25% versus 40% had 2 to 4, 41% versus 
30% had 5 to 10 and 27% versus 14% had 11 or more. P=.04. 
In the normal PSA group, at 6 months the responders were 
more likely to be white (90% vs 72%, P=.007), college educated 
(90% vs 74%, P=.02J, and have had more PSA tests (14% vs 
31 % had 1 PSA test. 37% vs 49% had 2 to 4, 36% vs 17% had 5 
to 10 and 13% VS 3% had 11 or more, P=.007j. Twelve-month 
responders in the normal PSA group were older (mean age 61 
vs 58, P=.03J, more likely to be white (91% vs 78%, P=.02J, 
married (80% vs 61%, P=.004J, and college educated (91% vs 
79% P=.02). The 12-month responders also had more PSA 
tests than the nonresponders (11% vs 31% had 1 PSA test, 

Table 1. Baseline Characteristics or the Participants· 

Characteristic N(%) PValue 

Biopsy Group N-I67 Normal PSA Group N-232 

Mean age 
Age (y) 

< 50 
50 to 59 
60 to 69 
70 to 79 
80+ 

Whlte, not Hispanic 
Married 
Education 

High school or less 
Some college or degree 
Advanced degree 

Family history of prostate cancer 
Benign prostatic hyperplasia 
Prostatitis 
Approximately how many prostate specific 
antigen tests have you had? 

1
 
2 to 4
 
5 to 10
 
11+
 

Visits to urologist over past 12 months 
o 
1
 
2+
 

Overall rating of current physical health 
Excellent 
Very good 
Good 
Fair-poor 

Overall rating of current mental health 
Excellent 
Very good 
Good 
Fair-poor 

61.1 

16 (0) 
58 (35) 
63 (38) 
29 [17) 

1 0) 
149 (90) 
131 (79) 

31 (9) 
69 [42) 
66(40) 
23 (4) 
57 (34) 
38 (23) 

16 (0) 

46(29) 
61 (38l 
38 (24) 

3 [2) 
48 (29) 

114 (69) 

49 (30) 
60 (36) 
47 [28) 
10 (6) 

72 (43) 
56 (34) 
33 (20) 

6 (4) 

59.8 

29 (3) 
89 (38) 
77 (33) 

3204] 
5 [2) 

201 (87) 
171 (74 

29 (3) 
103 (44) 
100 [43J 
31 (3) 
30 (3) 
21 (9) 

35 (7) 

82 (39) 
68 [33) 
24 [11) 

179 (79) 
28 (2) 
21 (9) 

56 (24) 
101 (44) 
52 (22) 
23 (0) 

89 [38J 
88 (38) 
42 (8) 

13 (6) 

P=.15 

P=.40 

P=.34 
P=.34 

P=.24 

P=.88 
P<.OOOI 
P<.OOOI 

P=.002 

P<.OOOI 

P=.14 

P=.57 

•NumberJor individual items vary slightly because oj nonresponse. 
PSA. prostaie-specific antigen. 
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40% vs 37% had 2 to 4,35% vs 25% had 5 to 10, and 13% vs 
7% had 11 or more, P=.007). 

To assess whether response was associated with any of the 
outcome variables we examined responders versus nonre
sponders at 6 and 12 months separately on 3 key psycholog
ical outcome variables [prostate cancer risk perception, worry 
about prostate cancer, and thinking about prostate cancer). 
There were no significant differences between 6-month re
sponders and nonresponders on these 3 variables at 6 weeks. 
Additionally. we found no significant differences between 12
month responders and nonresponders on the 3 psychological 
variables at 6 weeks, or at 6 months. 

Measurements 

Questionnaire Development. A literature review of assess
ments of the psychological effects of suspicious prostate can
cer screening results identified few relevant studies5-8; 
therefore, assessments quant1fying the effects of suspicious 
mammograms were reviewed.9-12 We conducted 3 focus 
groups of men who had a benign biopsy result in response to 
a suspicious screening test and 1 focus group of men who had 
a normal screening PSA test. A preliminary questionnaire was 
developed, and refined using in person pretesting [n=5). See 
previous publication for additional details." 

Demographics, Family History, Medical History, and Health Sta
tus. Information on age, race, marital status, education, med
ical history, health status, and family history of prostate 
cancer was collected. 

Psychological Impact. Men were asked how much they had 
thought about prostate cancer, had worried about developing 
prostate cancer, what they thought was their chance ofgetting 
prostate cancer someday, and how reassured they felt as a re
sult of their most recent PSA test. 

Socia-behavioral Impact. Men were asked how much they 
talked with their wife or significant other about prostate can
cer, and how much they thought their wife or significant other 
was concerned about them developing prostate cancer. Men 
were also asked about knowledge seeking related to prostate 
cancer-reading books, magazine or newspaper articles, or 
searching the Internet for information. and how well informed 
they felt about prostate cancer. 

Medical Care. We performed a medical record review to doc
ument how many PSA tests and prostate biopsies the men in 
our study had over the 1 year of follow-up. Men were also 
asked how many times they had visited or called their primary 
care provider and urologist over the year. 

Statistical Analyses 

Differences in proportions between the 2 groups at all time 
points were compared with the Fisher's exact test for 2 x 2 ta
bles, and the x2-test for larger tables. The Pearson exact X2 



method was used wherever small cell counts were a concern. 
Tests for trend were performed using the Cochran-Mantel-Ha
enszel test to compare trends over time within groups [biopsy 
vs normal PSA), and the Breslow-day test for homogeneity of 
odds ratios to examine whether the difference in proportions 
between the groups changed over the 3 time points. Ordinal 
logistic regression models were utilized to assess group effect 

at 6 and 12 months adjusting for potential confounding factors 
[history of BPH or prostatitis, number of previous PSA tests at 
6 weeks, and number of previous visits to an urologist reported 
at 6 weeks). 

RESULTS 

Study Sample Characteristics 

There were no significant differences between the groups in 
age, race/ethniclty, marital status, education, health status, 
or family history of prostate cancer [Table 1). Compared with 
the normal PSA group, more of the biopsy group had histories 
of benign prostatic hyperplasia and prostatitis, and they re
ported more previous PSl\ tests, and visits to urologists. 

Psychological Impact 

Compared with the normal PSA group, the biopsy group more 
often reported thinking and worrying about prostate cancer at 
every time point and more often reported thinking their chance 
of getting prostate cancer was greater than average. Figure 1 
shows that 2 of the 3 measures drop significantly between 6 
weeks following the biopsy and the 6-month follow-up, but 
hold steady or rise slightly between 6 and 12 months. The 
perception of elevated risk of cancer rose steadily throughout 
the year after the biopsy. At every point, these perceptions 
were significantly higher among the biopsy group than among 
the normal PSA group. 

Socio-behavioral Impact 

Data for the 12-month time point are presented in Table 2. 
Results at 6 months were essentially the same except for the 
proportion of men in the normal PSA group who read articles 
about prostate cancer, which went from 45% at 6 months to 
56% at 12 months. The difference between the groups on this 
item was significant at 6 months [P=.OI). The btopsy group 
reported more often having talked with their wife or significant 
other about prostate cancer and more often reported thinking 
their wife or significant other was concerned about them de
veloping prostate cancer. More men in the biopsy group com
pared with the normal PSA group reported seeking information 
about prostate cancer on the Internet, and this group reported 
feeling more informed about prostate cancer. 

Medical Care 

Medical record review revealed that over l-year of follow-up 
the btopsted men had more follow-up PSA tests and prostate 
biopsies than the normal PSA group. and the survey revealed 
they had more office visits and calls to urologists [Table 3). 
Thirty-three percent [40/121) ofmen in the biopsy group had 2 
or more follow-up PSA tests; of these, 25 men had 2, 13 men 
had 3, and 2 men had 4 additional PSA tests within the year. 

We stratified by history ofBPH and prostatitis to see If the 
additional follow-up may have resulted from these other uro
logical problems. Among men in the biopsy group, there were 
no differences with respect to history of BPH in the number of 
additional PSA tests, prostate biopsies, or visits to the urolo
gist; however, more men in the biopsy group with a history of 
prostatitis had visited the urologist more than 2 times [56% vs 
31%, P=.03). There were no differences according to pros
tatitis status within the biopsy group in number of additional 
PSA tests or prostate biopsies. 
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II] Biopsy II] Normal PSA 

What do you think is your chance of 
getting prostate cancer some day? 

% reporting "Much more" or
 
"A little more" than average
 

P< .0001 

6 weeks 6 months 12 months 

P < .0001 

P= .0049P< .0001 

14% 

30!Fo 

% reporting "A lot" or "Some" 

49% 

In the past month, how much have you 
thought about prostate cancer? 

6 weeks 6 months 12 months 

In the past month, how often has the possibility that 
you might develop prostate cancer worried you? 

% reporting "A lot" or "Some" 

P < .0001
 

40%
 
P<.OOOl 

8% 

6 weeks 6 months 12 months 

FIGURE 1. Psychological impact at 6 weeks, 6 months, and 12 
months by group. 

The vast majority of men t> 90%) In both groups reported (at 1

year follow-up] planning to have regular PSA tests In the fu
ture. and that they would have a biopsy if their doctor recom
mended it. 

DISCUSSION
 

We found that a considerable proportion of men with benign 
prostate biopsies after suspicious screening tests reported a 
negative psychological impact at 6 and 12 months. which ex
tends our previous work showing a negative psychologtcal tm

pact at 6 weeks. Men with benign prostate biopsies reported 
substantial thinking and worrying about prostate cancer. even 
after the benign biopsy. In addition there appeared to be as
sociated psychological, socto-behavioral, and medical utiliza
tion implications. demonstrating that the impact was an 
important one. Men In the biopsy group were more likely than 
men in the normal PSA group to report talking with their wife 
or significant other about prostate cancer. thinking their wife 
or Significant other was WOrried about prostate cancer. search
mg on the Internet about prostate cancer. visiting the urolo
gist. and undergoing additional PSA tests and prostate 
biopsies. 

Investigators from the Prostate. Lung. Colorectal, and 
Ovarian Cancer Screening Trial (PLeO), have described the 
medical and nonmedical costs associated with false-positive 
prostate cancer screens. 13 The PLCO trial found that men with 
false-positive prostate cancer screening results were nearly 
twice as likely not to return for further prostate cancer screen
tng, compared with men with normal prostate cancers screen
ing results. 1 4 Our survey contrasted with this finding; the vast 
majority of men in our study reported being committed to hav
tng subsequent screening tests. In fact. our medical record re
view showed fuIIy 71 % of men In the biopsy group had at least 
1 more screening PSA test In the subsequent year. The differ
ences in the findings between our study and the PLeO sub
study may be related to study design; the PLCO study was a 
population based screening trial. whereas our study was a 
nonrandomtzed, comparative study that recruited men from 
primary care physician offices. Although our study population 
and methodology differed. our findings are consistent with 
those of Schwartz et al.. 15 who found that the public is enthu
siastic about cancer screening. and the commitment is not 
dampened by false-positive test results. The ftndtng that about 
I-thtrd of men In our biopsy group had between 2 and 4 ad
ditional PSA tests and 15% had another prostate biopsy within 
the year suggests that physicians and patients do not view the 
Initial benign biopsy result as entirely reassuring. and physi
cians continue closely monitoring these men. It is noteworthy 
that the biopsied men were regular patients of urologists over 
the year of follow-up: 71 % had seen an urologist at least once 
and 38% had 2 or more urology visits. This ongoing surveil 
lance and the possibility of a false negative biopsy may help 
propagate the anxiety we documented among these men. 

Concern about false-negative biopsy results is fairly un
ique to prostate cancer screening. In addition to lower speci
ficity (therefore more false positives) than breast and colorectal 
cancer screenlng.1.I6.17 the follow-up test. transrectal ultra
sound-guided biopsy. involves random sampling of the pros
tate gland (In addition to targeted biopsies of suspicious 
areas). causing mounting concerns about false-negative biop
sies. 18 Whereas a benign biopsy In response to an abnormal 
mammogram is fairly reassuring (because the abnormal area 
of the breast has been visualized and biopsied), the elevated 
screening PSA. a blood test. simply represents a general in
dictment of the prostate gland. and. because of the poor neg
ative predictive value of the random biopsy. at least 10% of 



719 JGIM Fowler et aL. Impact of Prostate Biopsy 

Table2. Soclobehavlorallmpact at 12 Months* 

Item Number (%) PVolue 

Biopsy Group N-121 Normol PSA Group N-164 

Currently married/significant other
 
In the past month. how much have you talked with your
 
wife or significant other about prostate cancer?
 
(for those marriedZhave significant other")
 

A lot
 
Some
 
Only a little
 
Not at all
 

How much do you think your wife or slgnJficant other 
Is concerned about your developing prostate cancer? 
(for those marrtedj'have significant other") 

A lot
 
Some
 
Only a little
 
Not at all
 

In the past 6 months, have you read any books 
about prostate cancer? 

Yes 
No 

In the past 6 months, have you read any articles In 

magazines or the newspaper about prostate cancer? 
Yes 
No 

In the past 6 months. have you gone on the Internet for 
Information about prostate cancer? 

Yes 
No 

How well Informed do you feel about prostate cancer? 
Very weU 
Fairly weU 
Not well at all 

N=IOI (84) 

0(0)
 
II (II)
 
35 (35)
 
55 (54)
 

9 (9)
 
37 (37)
 
35 (35)
 
19 (19)
 

8 (7)
 
II2 (93)
 

71 (59)
 
49 (41)
 

16 (13)
 
104 (87)
 

19 (16) 
90 (76) 
10 (8) 

N=134 (83) 

0(0)
 
4 (3)
 

27 (21)
 
100 (76)
 

4 (3) 
15 (II) 
52 (39) 
62 (47) 

7 (4) 
154 (96) 

90 (56) 
71 (44) 

6 (4) 
155 (96) 

16 (10) 
III (69) 

33 (21) 

P=.9 

P=.OOI 

P<.OOOI 

P=.43 

P=.63 

P=.006 

P=.OI 

'Number for individual items vary slightly because ofnonresponse. 
PSA. prostate-specific Wltigen. 

Table3. Medical Care al12 Months* 

Item Number (%) Pvolue 

Biopsy Group N-121 Normal PSA Group N-I64 

Number of times visited primary care physician over 12 months 
o times 
I time 
2 or more times 

Number of times called primary care physician over 12 months 
o times 
I time 
2 or more times 

Number of times visited urologist over 12 months 
o times 
I time 
2 or more times 

Number of times called urologist over 12 months 
o times 
I time 
2 or more times 

Number of PSA tests Over 12 months 
o 
I 
2 or more 

Number of biopsies over 12 months 
o 
lor2 

19 (16) 
35 (29) 
67 (55) 

81 (67) 
21 (17) 
19 (16) 

35 (29) 
40 (33) 
46 (38) 

92 (76) 
18 (15) 
II (9) 

32 (27) 
46 (39) 
40 (34) 

100 (85) 
18 (15) 

19 (12) 
49 (30) 
96 (58) 

93 [57) 
30 (18) 
41 (25) 

142 (87) 
10 (6) 

12 (7) 

158 (96) 
4 (2) 

2 (I) 

93 (58) 
66 (41) 

2 (I) 

159 (99) 
2 (I) 

P=.6 

P=.I 

P<.OOOI 

P<.OOOI 

P<.OOOI 

P<.OOOI 

•Number for individual items vary slightly because of nonresponse. 
PSA. prostate-specific aniiqen. 
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men with a benign biopsy result will have prostate cancer 
detected on a subsequent biopsy. 19 Therefore. urologists are 
urged to perform repeat sets of btopstesf" in men who have 
suspicious screening tests and initially benign biopsies. 

The clinical significance of an elusive prostate cancer de
tected subsequent to a series of benign prostate biopsies has 
been questioned.21 Djavan and colleagues prospectively 
examined the biochemical and pathological features of cancer 
detected on biopsies I. 2. 3, and 4, as well as the biopsy-re
lated morbidity. The investigators found that prostate cancers 
detected on biopsies I and 2 were similar, but that cancers 
detected on biopsies 3 and 4 had lower grade, stage. and vol
ume compared with biopsies I and 2; moreover. the third and 
fourth biopsies were associated with higher complication 
rates. When to stop the biopsy cascade that has started, es
pecially for men with conditions known to elevate the PSA lev
el, such as BPH and prostatitis, deserves more attention. This 
is important because many of these men will have false-pos
itive screening results, which may have psychological and soc
to-behavioral consequences. While only I biopsied man in our 
study had more than I subsequent biopsy during the follow
up year, 25% of the biopsy group reported at the baseline sur
vey having already had 3 or more sets of biopsies, suggesting 
that the strategy of repeated sets ofbiopsies is not uncommon. 

Our study had a number of limitations. The absence of 
pre-screening data precluded the determination of whether 
men in the 2 groups had equivalent baseline psychological 
proflles. In addition, the 2 groups were not comparable at 
baseline with regard to history of benign prostatic hyperplasia, 
prostatitis, previous PSA tests, and previous visits to urolo
gists. However, adjustment for these factors in logistic regres
sion models predicting key outcomes from group membership 
did not change our findings. Also, men who had a previous 
prostate biopsy were excluded from the normal PSA group, but 
not from the biopsy group. However, when we restricted our 
analyses to include only those men in the biopsy group without 
a previous biopsy, the findings were essentially unchanged, 
except that with the reduced power from the restricted sample 
the difference between the groups responses to the question 
"In the past month. how much have you thought about pros
tate cancer?" lost significance at 12 months (P=.I6). Another 
potential limitation involves missing data; however, as the 
amount of missing data was small and the magnitude of the 
differences between groups was large it is unlikely that miss
ing data made a difference in the findings from our study. Also, 
we obtained information about worry on the part of the spouse 
or significant other from the patient, rather than directly from 
the spouse or Significant othe~2.23; however, we believe the 
perception of the patient regarding worry on the part of their 
intimate partner is an important issue. We limited our study 
population to men with a primary care physician at I of the 3 
participating institutions, anticipating that most of the men 
would be receiving their health care in that setting. However, 
men were not asked whether they had any PSA tests or pros
tate biopsies performed elsewhere. and, therefore, it is con
ceivable that the number of follow-up PSA tests and prostate 
biopsies that we obtained from our electronic medical record 
review at the 3 participating institutions is an underestima
tion. Lastly, the sample primarily included well-educated 
white men, and the results may not be generalizable to other 
racial and ethnic groups, and men with less education. We 
recommend verification of the results of this study in other 

samples, particularly African Americans, who are at higher 

risk for prostate cancer. 
In conclusion, we found that even benign prostate biopsy 

results have psychological, socto-behavtoral, and medical con
sequences. For many men, the benign biopsy result does not 
put the question of prostate cancer to rest; but rather, is as
sociated with additional urology visits, PSA testing, and pros
tate biopsies, all of which have consequences for the patient 
and his family. We do not know the relative contribution of 
patient and urologist concern to the patterns observed, but it 
is certainly clear that men with benign biopsies receive more 
follow-up medical care than those with normal PSA results. 
These hidden tolls associated with screening should be con
sidered in the discussion about the benefits and risks of pros
tate cancer screening, particularly in men with benign 
prostatic hyperplasia or prostatitis, who are at higher risk of 
false-positive screening results. Although it may be the path of 
greater reststance.f" physicians will better serve patients by 
acknowledging that screening for prostate cancer, although an 
attractive option for many, is not the best option for all. 25 

We are extremely grateful to the primary core physicians from 
Massachusetts General Hospital, Brigham and Women's Hos
ono; and Boston Medical Center who gave us permission to 
contact their patients. 
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BACKGROUND: Male veterans receiving Veterans

Health Administration (VA) care have worse health than

men in the general population. Less is known about

health status in women veteran VA patients, a rapidly

growing population.

OBJECTIVE: To characterize health status of women

(vs men) veteran VA patients across age cohorts, and

assess gender differences in the effect of social support

upon health status.

DESIGN AND PATIENTS: Data came from the national

1999 Large Health Survey of Veteran Enrollees (re-

sponse rate 63%) and included 28,048 women and

651,811 men who used VA in the prior 3 years.

MEASUREMENTS: Dimensions of health status from

validated Veterans Short Form-36 instrument; social

support (married, living arrangement, have someone to

take patient to the doctor).

RESULTS: In each age stratum (18 to 44, 45 to 64, and

�65 years), Physical Component Summary (PCS) and

Mental Component Summary (MCS) scores were clini-

cally comparable by gender, except that for those aged

�65, mean MCS was better for women than men (49.3

vs 45.9, Po.001). Patient gender had a clinically insig-

nificant effect upon PCS and MCS after adjusting for

age, race/ethnicity, and education. Women had lower

levels of social support than men; in patients aged o65,

being married or living with someone benefited MCS

more in men than in women.

CONCLUSIONS: Women veteran VA patients have as

heavy a burden of physical and mental illness as do

men in VA, and are expected to require comparable in-

tensity of health care services. Their ill health occurs in

the context of poor social support, and varies by age.

KEY WORDS: women’s health; veterans; health status;

quality of life; social support.
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R obust empiric data and decades of clinical experience

have established that male veterans receiving care in the

Veterans Health Administration (VA) have worse health status

than do men in the general population.1–4 However, much less

is known about the health status of women veterans in the VA

health care system.

This group deserves attention: there were 1.6 million

women veterans in the United States as of 2000,5 and their

ranks will continue to expand as women have an increasing

presence in the military. With this ongoing demographic shift,

VA clinicians and policy makers need to understand various

health care issues unique to this population, including, at the

most fundamental level, their overall health status.

Some known characteristics of women veteran VA

patients would be expected to be associated with more favor-

able health status, others with less favorable health status.

For example, women veterans are on average younger than

their male counterparts,6 and younger patients tend to be in

better health. Similarly, women are less likely than men to

have seen combat,7 a potential source of physical injury, emo-

tional trauma, and disability. Conversely, prior work has

shown that the rate of military sexual trauma is substantial-

ly higher in women veterans than in male veterans8–10; sexual

trauma is associated with decrements in health.11–13 War zone

exposure likewise correlates with poor physical health in wom-

en.14 There is little available information about the net effect of

these and other characteristics of women veterans upon health

status.15

Contextual factors mediate the impact of illness upon

functional health status. Social support is a particularly

powerful contextual factor, affecting a range of health out-

comes,16–20 sometimes differently in woman than in men.21

The typical woman veteran makes a nontraditional career

choice in early adulthood; that decision could have a lifelong

series of repercussions upon higher education, marriage,

childbearing, employment, and connectedness to social net-

works.22 Social ramifications of military service may be less

pronounced for men. Thus, the health status of women veter-

ans must be understood against the backdrop of their social

support structures.

Therefore, we used existing national survey data to exam-

ine the health status of women veterans in VA, benchmarking
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them against male veterans, whose health issues are much

better understood. Our specific questions were:

1. Does the health status of women veterans differ from that of

male veterans, across age strata?

2. What is the contribution of female gender to physical and

mental health status after accounting for age, race/ethnic-

ity, and education?

3. Does social support influence health status differently in

women veterans than in men veterans?

METHODS

Data Source

Data came from the 1999 Large Health Survey of Veteran En-

rollees, a cross-sectional, mailed survey assessing health and

functional status in a national sample of VA enrollees. A ran-

dom sample of 1.5 million veterans enrolled in VA as of March

1999 (from a sampling frame of 3.4 million) received a mailed

questionnaire between July 1999 and January 2000, using a

modified Dillman Approach with 4 carefully spaced mailings

over 12 weeks.23

Patient Sample

From the 887,775 respondents (63% of the 1,406,049 sur-

veyed who were living and had valid names/addresses),24 we

excluded patients for whom gender or age (ranging from 18 to

98 years) could not be ascertained (N=39,296, 4.4%), or who

reported in the survey that they had received no VA care in the

prior 3 years (N=168,620, 19.0%). Six hundred seventy-nine

thousand eight hundred and fifty-nine patients (28,048

women and 651,811 men) constituted the analytic cohort for

this study. This secondary data analysis was approved by the

human studies committee at Edith Nourse Rogers Memorial

Veterans Hospital.

Variables

Patient gender and age were available from VA administrative

data. Because patients could select as many race/ethnicity cat-

egories as applied, we used a hierarchy to assign race/ethnicity

so as to maximize identification of minority subgroups. Specif-

ically, if a patient selected more than one race/ethnicity cate-

gory (true for 4% of patients), she/he was assigned to the lowest

prevalence race/ethnicity group selected. As ‘‘white’’ was the

highest prevalence group, a patient was ‘‘white’’ only if she/he

selected the category ‘‘white’’ and no other categories. Educa-

tion and employment status likewise came from self-report.

The 1999 Large Health Survey of Veteran Enrollees in-

cluded 3 indicators of social support, originally developed for

the Veterans Health Study from established constructs of so-

cial support25: whether the patient was currently married,

whether the patient was living alone, and whether the patient

had someone who could take him/her to the doctor if needed.

The items were completed by 96%, 92%, and 99% of subjects,

respectively. These indicators of social support have important

health correlates, and can influence health outcomes differ-

ently.16,26–30 Survey items were also used to determine wheth-

er VA was the patient’s exclusive source of care in the past year

and in the past 3 years.

To assess health status, we used scales from the Veterans

SF-36 health survey instrument, a version of the Short Form 36

(SF-36) modified for use in veteran populations. The SF-36 has

been used in diverse patient populations, and has well-estab-

lished validity and reliability.31–34 The SF-36 examines 8 domains

of health: physical functioning (PF), role limitations because of

physical problems (RP), bodily pain (BP), general health (GH), role

limitations because of emotional problems (RE), mental health

(MH), energy/vitality (VT), and social function (SF), each scored

from 0 to 100 where 100 denotes best health. The Physical Com-

ponent Summary (PCS) and Mental Component Summary (MCS)

are weighted summaries of physical and mental health status,

respectively, using weights derived from a national probability

sample of the U.S. population (weighted to a U.S. population

mean of 50 and standard deviation of 10).35 The Veterans SF-36

includes modifications to the role physical and role emotional

scales, with improvements to the reliability and validity of the

original version.25,36–38 Among our subjects, 93% completed the

Veterans SF-36 items in usable format.

Analyses

The characteristics of veterans using VA care vary by war

era.3,39 Therefore, to better understand the characteristics of

various cohorts, we stratified the women and men in our cohort

by age: o35, 35 to 44, 45 to 54, 55 to 64, 65 to 74, and �75

years. Then, in age-stratified analyses, we compared socio-de-

mographic characteristics, source of care (VA only or VA plus

non-VA), and levels of social support for women versus men.

We used t tests to compare mean Veterans SF-36 scores

(8 domains and 2 summary scores) by age, but for parsimony

we collapsed age strata into 3 groups (o45, 45 to 64, and �65

years). Based on prior work,1 we considered a small effect of at

least 20% of 1 standard deviation for the 8 Veterans SF-36

scales and the PCS and MCS scores to be clinically significant.

In a sensitivity analysis we used least squares means to adjust

for age as a continuous variable within age strata, to account

for differences in average age by gender. Next, in a multiple

regression model we assessed the independent effect of patient

gender upon PCS and MCS scores after controlling for age,

race/ethnicity, and education.

Finally, we calculated mean PCS and MCS scores, strat-

ified by gender and age, for patients with versus without indi-

cators of social support (married, live with someone, have

someone who could take patient to the doctor). We then used

t tests to compare those means.

RESULTS

Among veterans using VA care, women tended to be younger

than men (Table 1). Across age strata, women were more highly

educated than men, and in the youngest cohort, a greater pro-

portion of women than men were nonwhite. Among patients

less than 65 years old, women were more likely than men to

report that some of their care was provided outside of VA.

Levels of social support were almost universally lower in

women than in men, across age strata (Table 1). Women were

more likely to be unmarried and to have no one to take them to

the doctor if unwell, and women over age 45 years were pro-

gressively more likely than men to live alone. For example,

among patients 75 years and older, 71.4% of women (vs 30.9%

of men) were not married, 52.5% of women (vs 22.1% of men)
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lived alone, and 15.1% of women (vs 9.6% of men) had no one

to take them to the doctor.

In each age stratum (18 to 44, 45 to 64, 65 or higher), PCS

and MCS scores were clinically comparable in women and

men, except that for those aged �65 years, mean MCS score

was better for women (49.3) than for men (45.9) (Table 2). For

the 8 dimensions of the Veterans SF-36, scores of women

tended to be comparable to or—in a few instances, for older

women—better than those of men.

In a sensitivity analysis (data not shown in Tables; online

Appendix 2), we modeled scores for the 8 dimensions and 2

summary scales of the Veterans SF-36 as a function of patient

gender and patient age within age strata. The magnitude of

difference in scores for women versus men was generally

comparable to that shown in Table 2.

Next, we examined PCS and MCS scores as a function of

patient gender, age category, race/ethnicity, and education,

stratified based on whether or not the patient had received any

non-VA care in the prior 3 years (Table 3). Findings were gen-

erally similar for patients receiving care in VA only and in those

receiving both VA and non-VA care. Patient gender had a clin-

ically insignificant (but positive) effect upon PCS and MCS

scores when these other factors were taken into account,

certainly much less pronounced than the effect of age or

education.

Finally, as Table 4 shows, indicators of social support had

a complex effect upon health status. Being married had a par-

adoxical adverse effect on PCS score in men under age 45; the

effect of social support upon PCS was not clinically significant

in other groups. Being married or living with someone had a

beneficial effect on MCS in men (but not women) under age 65.

For example, among patients o45 years old, men living with

someone had a 3.4 point better MCS score than did men living

alone, whereas women living with someone had only a 1.1

Table 1. Sociodemographic, Utilization, and Social Support Characteristics of Female Veterans, Benchmarked Against Male Veterans,
by Age Cohort�

Age Cohort 18 to 34 35 to 44 45 to 54 55 to 64 65 to 75 751

F M F M F M F M F M F M

N 4,033 14,926 6,956 38,107 6,641 126,252 3,010 116,881 2,574 197,983 4,834 157,662
% 14.4 2.3 24.8 5.9 23.7 19.4 10.7 17.9 9.2 30.4 17.2 24.2
Sociodemographics

White (%) 59.6 64.5 58.9 58.8 66.2 67.8 79.8 74.8 84.6 80.0 91.9 83.8
Black (%) 26.1 18.1 27.6 25.4 20.7 17.5 9.9 12.8 7.5 10.0 3.2 8.0
Hispanic (%) 7.0 10.1 5.7 8.4 4.3 6.8 2.3 5.6 2.4 5.4 1.4 4.2
Other (%) 7.3 7.3 7.8 7.4 8.8 7.8 8.0 6.7 5.5 4.6 3.5 4.0
College grad (%) 17.7 13.2 25.1 12.4 32.2 14.8 25.1 15.0 19.9 12.3 19.4 11.3
Employed (%) 62.5 73.7 58.8 60.5 51.8 48.0 36.7 36.0 12.1 13.6 4.4 6.0

Source of health care
VA only past 3 y (%) 25.8 36.2 33.7 42.7 41.1 48.2 48.3 50.2 45.4 44.3 38.9 38.5
VA only past 1 y (%) 31.6 36.9 39.6 44.7 47.1 51.8 55.3 55.7 49.1 48.7 42.6 41.6

Social support indicators
Not married (%) 60.3 54.6 60.2 51.6 61.8 47.6 66.0 41.1 70.8 32.2 71.4 30.9
Live alone (%) 16.3 18.1 20.0 22.5 28.1 25.2 38.8 25.4 48.1 22.3 52.5 22.1
No one to take to doctor (%) 14.4 10.9 19.6 16.5 21.9 16.5 20.6 13.9 18.5 10.6 15.1 9.6

�This table is descriptive, so tests of statistical significance are not presented; F refers to females, M to males; VA is Veterans Health Administration.

Table 2. Mean SF-36 Scores for Physical and Mental Health Status of Women Versus Men Across Age Groups

N

Age 18–44 Age 45–64 Age 65–98

Women Men Delta� Women Men Delta� Women Men Delta�

10,989 53,033 9,651 243,133 7,408 355,645

Physical
PF 66.8 66.0 0.8w 56.4 53.2 3.2z 45.5 46.2 �0.7z

RP 53.3 50.7 2.5z 43.4 35.5 7.9z 33.0 27.5 5.5z

BP 50.8 50.3 0.6 46.7 45.0 1.7z 49.6 47.8 1.8z

GH 53.7 51.6 2.1z 51.2 43.8 7.4z 53.7 45.2 8.5z

Emotional/social
RE 62.2 61.6 0.6 58.9 50.2 8.8z 60.3 49.0 11.3z

MH 61.8 61.6 0.2 62.2 58.9 3.4z 72.0 66.9 5.2z

VT 41.5 45.5 �4.0z 40.3 39.8 0.5 45.3 41.8 3.5z

SF 58.9 59.1 �0.2 57.7 54.4 3.2z 64.0 59.9 4.1z

Summary scores
PCS (physical) 40.7 40.2 0.6z 37.1 35.5 1.6z 33.6 33.0 0.5z

MCS (mental) 42.8 43.4 �0.6z 43.8 42.1 1.8z 49.3 45.9 3.4z

�Delta: Mean score for women minus mean score for men; differences in bold are of clinically meaningful magnitude (i.e., 420% of 1 standard deviation)
wPo.05 (Note: exact P-values are presented in online Appendix 1).
zPo.001.
PF, Physical Function; RP, Role Functioning, Physical; BP, Bodily Pain; GH, General Health Perception; RE, Role Functioning, Emotional; MH, Mental

Health Index; VT, Energy and Vitality; SF, Social Function; PCS, Physical Component Summary; MCS, Mental Component Summary.
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point better MCS score than did women living alone; this dif-

ference in women did not reach the threshold for clinical sig-

nificance. Having someone who could take the patient to the

doctor when needed had a large beneficial effect on MCS in all

gender-age groups and especially in patients less than 65

years old.

DISCUSSION

Among veterans using VA care, physical and mental health

status are comparable across genders in each age stratum,

except that mental health status is better for elderly women

than for elderly men. Health status is also comparable across

genders after controlling for age, race/ethnicity, and educa-

tion. The association between indicators of social support and

health status is complex; being married or living with someone

benefits mental health status in men but not in women (among

patients less than 65 years old), whereas having instrumental

support benefits mental health status in both men and

women.

Overall, the health status of women veterans is compara-

ble to the health status of male veterans, who represent the

bulk of VA clinicians’ practices, and who are well known to be

much sicker, on average, than the general population.1–4 Our

findings are generally similar to prior VA work by Skinner et

al.15 except that in that study, women veterans had even lower

mental health function than did a comparison group of men;

however, unlike our national study, theirs was conducted at a

single tertiary care VA facility which was a referral center for

women with posttraumatic stress disorder. Therefore, our

findings extend this line of inquiry by being nationally repre-

sentative.

Comparing mean SF-36 subscale scores of the women

veterans in our cohort (who had a mean age of 52 years) to

those of women in the general population31 (who had a mean

age of 46 years40), women veterans have consistently and

markedly worse scores in every domain of physical and men-

tal health (see Fig. 1). Likewise, comparing mean SF-36 sub-

scale scores of the women veterans in our cohort to care-

seeking private sector patients in the Medical Outcomes Study

(who were 53% female and had a mean age of 55 years),32

scores in the general population of women veteran VA patients

were comparable to or worse than scores of the subset of pri-

vate sector patients who had ‘‘serious chronic medical condi-

tions’’ (symptomatic congestive heart failure patients,

myocardial infarction survivors with recurring angina and/or

severe congestive heart failure symptoms, hypertension

patients with severe congestive heart failure symptoms and/

or history of stroke, and diabetes patients with severe compli-

cations). Differences were particularly marked for Bodily Pain

(mean score 49.1 vs 65.1 in women veteran VA patients vs

care-seeking private sector patients with serious medical

conditions, respectively), Role Emotional (60.6 vs 76.2,

Table 3. Parameter Estimates From Regression Models on Physical
Component Summary (PCS) and Mental Component Summary

(MCS) Scores in Veterans Who Used Veterans Health Administration
(VA) Services Only or VA Plus non-VA Services During the Past 3

Years�

Used VA Care
Only in Past 3 y

N=300,261 P

Used VA1non-VA
Care in Past 3 y

N=379,598 P

PCS
Intercept 40.3 w 39.1 w

Female 0.5 w 0.6 w

Age 651 �7.7 w �6.7 w

Age 45 to 64 �5.1 w �4.4 w

African American 1.1 w 0.0 .64
Hispanic 1.2 w 0.2 .014
Other race �1.0 w �1.6 w

College graduate 4.0 w 4.5 w

MCS
Intercept 42.5 w 43.4 w

Female 1.0 w 0.6 w

Age 651 2.7 w 2.6 w

Age 45 to 64 �0.8 w �1.4 w

African American 0.2 .03 �0.4 w

Hispanic �2.6 w �3.5 w

Other race �1.8 w �1.9 w

College graduate 3.7 w 4.4 w

�The intercept represents the mean PCS (or MCS) score for a white male

age o45 years who did not graduate from college. Estimates for other

groups can be calculated from these scores. For example, the mean PCS

score for a white woman age 651who graduated from college in the

‘‘VA only’’ group would be: 40.31(0.5)1(�7.7)1(4.0)=37.1.
wPo.001.

Table 4. Difference in Mean Physical Component Summary (PCS) and Mental Component Summary (MCS) Health Status Scores in Patients
With Versus Without Indicators of Social Support, by Gender and Age

Domain of Social Support

Married Live With Someone Someone Could Take to Doctor

Female P Male P Female P Male P Female P Male P

PCS
Age 18 to 44 �1.9 � �2.9 � �1.4 � �1.6 � 1.8 � 1.0 �

Age 45 to 64 0.1 .85 �1.2 � 0.0 .95 �0.8 � 2.0 � 0.1 .14
Age 65 to 98 2.0 � �0.8 � 0.0 .85 �1.1 � 0.9 .02 0.0 .86

MCS
Age 18 to 44 1.8 � 3.2 � 1.1 .005 3.4 � 6.2 � 6.6 �

Age 45 to 64 2.1 � 3.0 � 1.6 � 3.0 � 5.7 � 5.4 �

Age 65 to 98 0.6 .06 1.1 � �0.2 .54 1.1 � 3.2 � 3.8 �

�Difference significant at Po.001; a positive difference means that patients with more social support have better health status than patients with less

social support. Note: Differences in bold face are of clinically meaningful magnitude (i.e., 420% of 1 standard deviation).
PCS, physical component summary; MCS, mental component summary.
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respectively) and Social Function (59.8 vs 80.0, respectively).32

Thus, like male veteran patients, women veterans in VA have

particularly poor health status.

The reasons for the ill health of women veterans in VA are

unknown; indeed, the finding is somewhat surprising given

that good health is a prerequisite to entering the military. It

could be that exposures during military service (such as phys-

ical injuries, toxic exposures, combat exposure, or military

sexual trauma) distinguish women veterans from non-veteran

women, adversely affecting their health.8–10,41–43 High-risk be-

haviors, such as smoking or substance use, could begin dur-

ing military service and persist after discharge from the armed

services.44,45 The vast majority of the 1.6 million women vet-

erans in the United States do not receive VA care. It could be

that women who elect to use VA services are sicker than other

women veterans, perhaps related in part to economic disad-

vantage.46

Another possibility is that the markedly low levels of in-

dicators of social support that we documented among women

veterans—which is consistent with prior VA work (where gen-

der comparisons were not available)22—contribute to their ill

health. While our cross-sectional study could not test this di-

rectly, it is well established that low levels of social support are

associated with adverse health outcomes.16–20 Even when

married, women tend to bear a heavier burden of care giving

and may receive less support themselves than do men.47,48

This is consistent with our finding that being married or living

with someone appears to benefit mental health status in men

but not women. In contrast, instrumental support (having

someone who could take the patient to the doctor when need-

ed) does benefit mental health status in women. Therefore,

VA’s efforts to outreach to vulnerable populations—e.g., with

in-home care, transportation benefits, and satellite primary

care centers—may prove of particular value to women.

Gender differences varied across age cohorts. In particu-

lar, while health status summary scores were mostly compa-

rable in women and men, an exception was that women over

age 65 years had better mental health summary scores than

did men. In this group the effect of social support upon mental

health status was also less pronounced. Therefore, it is possi-

ble that women in this cohort had access to some types of so-

cial support (e.g., networks of friends or qualitatively different

types of relationships) less available to men. Alternatively, the

women in this oldest group (who represent mostly World War II

and Korean era veterans) may have acquired some specific

patterns of coping which distinguish them from men of their

era.

With ongoing growth of women’s representation in the

armed services, the health care needs of VA’s youngest female

enrollees (who may receive VA care for the remainder of their

lives) also require special scrutiny. Like their older female

counterparts, young women tend to be more highly educated

than men in VA, yet are less likely than men to be employed or

married or to use VA as their exclusive source of care. VA needs

to take possible economic hardship into account when plan-

ning care for this emerging population, given the established

connections between poverty and ill health.49,50 Clinicians will

also need to monitor the degree to which their care is coordi-

nated across health care systems. Women veterans in the

youngest age group did not exceed men in dimensions of the

Veterans SF-36 (unlike older women). Therefore, the possibil-

ity that, as they age, the newest cohort’s health care needs

will prove to be greater than those of current cohorts of older

women veterans deserves exploration.

Our study must be interpreted subject to several consid-

erations. While the response rate was high for a large national

survey, the characteristics of VA patients who responded to the

survey could differ from those of veterans who did not. It is also

important to recognize that women veterans who use VA serv-

ices may be different from women veterans who do not use VA;

our findings cannot necessarily be extrapolated to the latter

population. Finally, because of the cross-sectional nature of

our data, causal conclusions about the association between

social support and health status cannot be drawn.

Despite these limitations, there are major strengths of our

study. We sampled a large proportion of the women veterans

who use VA services, maximizing our ability to represent the

health status of this special population. To do so, we used a

well-validated measure of health status known to correlate

with objective outcomes such as severity of medical conditions

and mortality.32,51 We also had the opportunity to assess

indicators of social support, a strong but often neglected

predictor of health.

Our study has important implications for policy makers,

researchers, and health care providers. Strong age cohort ef-

fects are seen, suggesting that approaches to providing care for

older women veterans may not apply to recent military dis-

charges. Caring for the large subgroup of women with low

levels of social support will require interventions sensitive to

social context; to compensate for gender role differences in our

society, the nature of such interventions may need to be dif-

ferent in women than in men. It is well known that male VHA

patients have worse health status than men in the general

population; our work demonstrates that female VHA patients

are not substantially better off, suggesting they will require

comparable intensity of services.
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Atrial fibrillation (AF) is a common dysrhythmia and its prevalence, especially

among the elderly, is expected to increase significantly in the coming decades

[1]. For men and women 40 years of age and older, the lifetime risk of developing

AF is one in four [2]. Because disorganized electromechanical activity can lead

to thrombosis within the left atrium, patients with AF at any age have a fivefold

increased risk for stroke. An estimated 15% of all strokes occur in individuals

with AF [3]. Cerebrovascular accidents related to AF have 25% 30-day mortality

and are more likely to result in significant disability than are noncardioembolic

strokes [4–6]. Warfarin has been shown to reduce the risk of stroke for pa-

tients with AF. Despite its proved efficacy, warfarin continues to be underused

particularly among elderly patients who are at the highest risk of stroke.

Weighing the benefits of anticoagulation against the risks is more difficult among

patients 80 years of age and older because few octogenarians have been enrolled

in clinical trials.
Efficacy of warfarin

During the late 1980s and early 1990s, five primary prevention trials and one

secondary prevention study yielded consistent results supporting the hypothesis

that warfarin can reduce the risk of stroke among patients with AF [7–12]. In

a meta-analysis of these studies, Hart and colleagues [13] determined that,

compared with placebo, anticoagulation with a vitamin K antagonist, such as
0749-0690/06/$ – see front matter D 2005 Elsevier Inc. All rights reserved.
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warfarin, can effect a 62% reduction in the relative risk for stroke among patients

with AF. A significant proportion of the strokes reported among the patients

assigned to receive warfarin in these trials occurred among patients whose anti-

coagulation was subtherapeutic. Because trial results are derived from intention-

to-treat analyses, it is likely that the relative risk reduction calculated by Hart

and colleagues [13] underestimates the power of warfarin to protect AF patients

from stroke.
Safety of warfarin

Pooled analysis of the primary stroke prevention trials demonstrates that

the annual rate of major hemorrhage among AF patients treated with warfarin is

2.3% (annual rate of intracranial hemorrhage, 0.3%) [14]. Major hemorrhage was

defined slightly differently in these trials and could be represented by a bleed-

ing event that required a blood transfusion or an emergency procedure, led to

admission, involved the central nervous system, or resulted in prominent residual

impairment. Intracranial hemorrhage, because it produces sequelae that are often

at least as devastating as ischemic stroke, may be a more important clinical end

point. A meta-analysis of six randomized clinical trials indicates that compared

with placebo, oral anticoagulation is associated with an absolute risk increase of

0.2% per year for intracranial hemorrhage [13]. This is consistent with the report

from a large observational cohort study that the rate of intracranial hemorrhage

(per 100 person-years) increased from 0.23 among patients not taking warfarin to

0.46 among patients who were taking warfarin [15]. These findings (ie, that 1 year

of warfarin therapy produces an estimated one to two additional intracranial

hemorrhages per 1000 patients) have strongly supported the hypothesis that, for

most patients with AF, the benefits of warfarin substantially outweigh the risks.
Translating the results of randomized trials into clinical practice

Despite the proved benefit of warfarin and low rates of major hemorrhage,

warfarin therapy remains underused in clinical practice [16–22]. The authors of a

study assessing the quality of care received by Medicare beneficiaries during

the period 1998 to 1999 reported that warfarin was prescribed at hospital discharge

to only 42% to 65% of patients with documented AF [23]. There may be sev-

eral reasons that high-quality evidence of the efficacy of warfarin has not pro-

duced more widespread clinical practice change; concerns have been raised about

whether the findings of randomized controlled trials (that enrolled highly selected

patients who were closely monitored) can be generalized. Indeed, the relatively

low enrollment rate among patients screened for the landmark primary prevention

studies raises concerns about the external validity of the results of such trials

(Table 1). The paucity of elderly participants included in placebo-controlled stud-

ies of vitamin K antagonists (see Table 1) is also important because older age has



Table 1

Randomized controlled trials evaluating primary stroke prevention in atrial fibrillationa

Study Design

Randomized /

screened Age comment

AFASAK warfarin versus ASA versus placebo 1007 / 2546 Median age = 74.2

BAATAF warfarin versus no warfarin

(ASA permitted)

NR 32 / 420 pts. N80

CAFA warfarin versus placebo NR Median age = 68 (warfarin),

67.4 (placebo)

SPAF Group 1: warfarin versus ASA

versus placebo

Group 2: ASA versus placebo

1330 / 18376 278 / 1330 pts. N75

SPINAF Warfarin versus placebo 538 / 7982 88 / 538 pts. N75

SPORTIF III Warfarin versus ximelagatran

(open-label)

3410 / 5188 1146 / 3410 pts. �75

SPORTIF V Warfarin versus ximelagatran

(double-blind)

3922 / 4763 1658 / 3922 pts. �75

Abbreviations: ASA, acetylsalicylic acid; NR, not reported; pts, patients.
a The five primary prevention studies (no shading) that established the efficacy and safety of war-

farin and two recent noninferiority studies (shaded) comparing warfarin with ximelagatran are shown.
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repeatedly been shown to be an independent risk factor for major bleeding on

warfarin [14,24–29]. Some reassurance is provided by the low rates of hem-

orrhagic stroke (0.1% and 0.4%, respectively) reported among the patients as-

signed to receive warfarin in two recently published large clinical trials designed

to evaluate ximelagatran, Stroke Prevention using an Oral Thrombin Inhibitor in

Atrial Fibrillation (SPORTIF V and SPORTIF III) [30,31]. In SPORTIF V, 42%

(N= 820) of patients randomized to warfarin were age 75 or greater and 33%

(N= 565) were in this age range in SPORTIF III. It is important to note, however,

that for SPORTIF Vand III, 84% and 74% of patients, respectively, had been tak-

ing an oral vitamin K antagonist at the time of randomization. Thus most patients

included in these trials were already proved to be at lower risk of hemorrhage.

Like the randomized controlled trials, many observational studies of AF popu-

lations have included relatively few patients over the age of 80. A notable ex-

ception is the Anticoagulation and Risk Factors In Atrial Fibrillation study, an

observational cohort study involving over 11,500 adults with nonvalvular AF.

The mean age of enrolled patients was 71 years and 2211 patients taking warfarin

were age 75 years or greater. Treatment with warfarin was associated with a

51% lower risk of thromboembolism compared with no warfarin therapy (either

no antithrombotic therapy or aspirin) and the rate of intracranial hemorrhage

was 0.46% [15]. Although reassuring, studies of prevalent warfarin use may

underestimate the rate of major hemorrhage because the early phase of therapy,

which is reported to convey the highest risk, is often not included. Observational

studies are also subject to selection bias resulting from the physician’s initial

assessment of an individual’s candidacy for long-term anticoagulation. More data

are needed to elucidate better the risks and benefits of anticoagulation therapy

among patients over age 80 in real-world practice.
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Antiplatelet agents

Aspirin is an inexpensive, widely available, and relatively safe medication that

has several advantages over warfarin: substantially less potential for drug-drug

or drug-diet interactions, wider therapeutic index, and no need for coagulation

monitoring. Although a meta-analysis of six randomized controlled trials sug-

gests that aspirin therapy does reduce the risk for ischemic stroke among patients

with AF, the protective effect associated with aspirin use is substantially less

powerful than that observed with full-intensity warfarin therapy (pooled relative

risk reductions compared with placebo are 22% and 62%, respectively) [13]. All

six of the individual trials included in the meta-analysis demonstrated a trend

favoring aspirin over placebo but only one of these studies (the SPAF study) [9]

reported a statistically significant difference. It is noteworthy that in the SPAF

study, 52% of the strokes were nondisabling. When only the 12 patients who

suffered more severe stroke are considered, the difference between aspirin and

placebo in the SPAF study is not statistically significant. Aspirin therapy proba-

bly does reduce the risk of stroke in patients with AF but the evidence to support

this conclusion is weaker than the evidence for warfarin.

Whether a thienopyridine derivative, such as clopidogrel (either added to or

prescribed instead of aspirin), might reduce the risk of stroke for patients with AF

is unknown. This class of medications inhibits platelet function by a mechanism

different from that of aspirin, and the combination of clopidogrel with aspirin has

been shown to be of significant benefit for patients with ischemic heart disease

[32]. A large, randomized clinical trial (the ACTIVE study) designed to evaluate

the role of clopidogrel for stroke prevention in AF is underway.
Restoring sinus rhythm

Several nonpharmacologic strategies to prevent stroke in AF patients have

been proposed; a comprehensive discussion of these is beyond the scope of

this article, but important results from trials that examined the use of a strategy

to restore and maintain sinus rhythm in AF patients are worthy of mention.

Cardioversion for AF patients has several theoretical benefits, including the

possibility that if normal atrial electromechanical activity can be re-established,

the risk of cardioembolism might be eliminated and antithrombotic therapy would

be unnecessary. The strategy of rhythm-control has now been directly compared

with rate-control in several randomized, clinical trials that enrolled AF patients

at risk for stroke [33–37]. In a pooled analysis that included three of these trials,

the frequency of ischemic stroke in patients assigned to rate-control versus

the frequency among patients assigned to rhythm-control was comparable (3.5%

versus 3.9%, respectively; odds ratio, 0.50; 95% confidence interval, 0.14–1.83;

P = .30) [38]. Based on these results, the hope that restoring sinus rhythm might

obviate the need to anticoagulate AF patients has greatly diminished.
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Optimal target international normalized ratio range

The currently recommended anticoagulation intensity for stroke prevention in

AF is an international normalized ratio (INR) of 2 to 3 [39]. Numerous studies

have documented an increased risk of bleeding with an INR of 4 or greater

(Fig. 1) [5,40]. Compared with patients whose INR is N2, AF patients whose

INR value is b2 are at increased risk to suffer a stroke; furthermore, the strokes
Fig. 1. (A) Relationship of odds ratio for ischemic stroke versus International Normalized Ratio (INR)

value at, or closest to, the time of the event. Reference value is INR of 2.0. Dashed line corresponds to

an odds ratio of 1.0. All cases and control had atrial fibrillation and were treated with warfarin. (From

Haylek EM, Skates SJ, Sheehan MA, et al. An analysis of the lowest effective intensity of

prophylactic anticoagulation for patients with nonrheumatic atrial fibrillation. N Engl J Med

1996;335:540–6; with permission.) (B) Relationship of odds ratio for intracranial hemorrhage versus

prothrombin time ratio (PTR) value at, or closest to, the time of the event. In this display the PTR

values for the data points are the median values for the following intervals: 1.0–1.5, 1.6–1.7, 1.8–1.9,

2.0–2.1, 2.2–2.3, and 2.4–3.5. The reference interval is 1.0–1.5 (PTR 1.4 median). All cases and

controls were taking warfarin. INR equivalent can be roughly approximated as the square of the PTR

value. (From Haylek EM, Singer DE. Risk factors for intracranial hemorrhage in outpatients taking

warfarin. Ann Intern Med 1994;120:897–902; with permission.)



Fig. 2. Kaplan-Meier estimate of survival among nonvalvular AF patients during the 30 days after

an ischemic stroke. The patient groups are separated according to medication status at the time

of admission. INR, international normalized ratio. (From Hylek EM, Go AS, Chang Y, et al. Effect

of intensity of oral anticoagulation on stroke severity and mortality in atrial fibrillation. N Engl

J Med 2003;349:1019–26; with permission. Copyright 2003 Massachusetts Medical Society. All

rights reserved.)
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experienced by AF patients with INR values b2 are more likely to result in death

or disability (Fig. 2) [5].
Stroke risk assessment for individual patients

Several factors should be considered when determining whether a particular

patient with AF should receive warfarin therapy to prevent stroke: their baseline

risk for stroke, their risk of bleeding on warfarin therapy, the overall burden of

their INR monitoring, and their personal preferences. A number of models and

risk classification schemes are now available to assist clinicians in estimating an

individual patient’s annual risk of stroke [41–45]. Although these models were

derived or validated in different populations, they have consistently iden-

tified important risk factors that, for patients with AF, are independently asso-

ciated with an increased risk of stroke. Advancing age, prior stroke, hypertension,

heart failure, diabetes, and female sex are examples of such risk factors. A

useful resource for estimating an individual patient’s risk of stroke was derived

by Wang and coworkers from the Framingham Heart Study [45]. The tool is

easy to use and can be found at http://www.nhlbi.nih.gov/about/framingham/

stroke.htm. An adapted ‘‘point-based risk estimate’’ for the 5-year risk of stroke is

reproduced in Fig. 3. Using this model, an 84-year-old woman with a history of

diabetes and prior ischemic stroke has an estimated 5-year risk of stroke of 48%.

In contrast, a 70-year-old man with well-controlled hypertension has a 5-year

stroke risk closer to 7%.

 http:\\www.nhlbi.nih.gov\about\framingham\stroke.htm 
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Fig. 3. This point-based scoring system approximates the predicted 5-year risk of stroke for an

individual with nonvalvular AF. A more precise risk function is available at http://www.nhlbi.nih.gov/

about/framingham/stroke.htm. TIA, transient ischemic attack. (From Wang TJ, Massaro JM, Levy D,

et al. A risk score for predicting stroke or death in individuals with new-onset atrial fibrillation in the

community: the Framingham Heart Study. JAMA 2003;290:1049–56; with permission.)
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Another recently published risk classification scheme, CHADS2, estimates an

AF patient’s annual risk of stroke based on the presence or absence of five risk

factors (Table 2) [42]. The external validity of the CHADS2 scheme is good

because the scoring system was derived from a cohort of 1733 Medicare patients

with AF. Although the simplicity of the mnemonic makes it easy to remember,

the CHADS2 scoring system may provide less precise risk estimates than the

Framingham Model because CHADS2 treats age and blood pressure as dichoto-

mous variables.
Improving the safety margin of anticoagulant therapy in the elderly

population

Older age is associated with lower maintenance doses of warfarin. Large ini-

tiating doses of warfarin should be avoided in older patients. The warfarin

dose schedule should be kept as consistent as possible to minimize dosing con-

fusion. Clinicians should warn patients about (and remain vigilant for) medi-

cations known to interact with warfarin, especially amiodarone. A consistent

amount of foods rich in vitamin K should be consumed because this may reduce

 http:\\www.nhlbi.nih.gov\about\framingham\stroke.htm 


Table 2

Risk of stroke in National Registry of Atrial Fibrillation participants, stratified by CHADS2 Score
a

CHADS2
score

No. of patients

(N = 1733)

No. of strokes

(N= 94)

NRAF crude stroke rate

per 100 patient-years

NRAF adjusted stroke

rate, (95% CI)b

0 120 2 1.2 1.9 (1.2–3)

1 463 17 2.8 2.8 (2–3.8)

2 523 23 3.6 4 (3.1–5.1)

3 337 25 6.4 5.9 (4.6–7.3)

4 220 19 8 8.5 (6.3–11.1)

5 65 6 7.7 12.5 (8.2–17.5)

6 5 2 44 18.2 (10.5–27.4)

Abbreviations: CI, confidence interval; NRAF, National Registry of Atrial Fibrillation.
a CHADS2 score is calculated by adding 1 point for recent congestive heart failure, hypertension,

age at least 75 years, or diabetes mellitus, and adding 2 points for having had a prior stroke or transient

ischemic attack.
b The adjusted stroke rate is the expected stroke per 100 patient-years from the exponential

survival model, assuring that aspirin was not taken.

From Gage BF, Waterman AD, Shannon W, et al. Validation of clinical classification schemes for

predicting stroke: results from the National Registry of Atrial Fibrillation. JAMA 2001;285:2864–70.
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INR variability. Circumstantial evidence suggests that, for patients treated with

warfarin who must take concomitant aspirin, doses �100 mg may have the

most acceptable bleeding risk [46]. Anticoagulated patients who require anal-

gesia should be counseled about the risks of combining certain pain-relieving

medications with warfarin. Nonsteroidal anti-inflammatory medications, regard-

less of their selectivity for cyclooxygenase inhibition, seem to increase the risk of

hemorrhage among warfarin users. This association is probably related to some

combination of these drugs’ effects on both the gastric mucosa and platelet

function [47,48]. In the case of acetaminophen, augmentation of warfarin’s

anticoagulant effect through interference with the enzymes of the vitamin K cycle

has been reported [49,50]. Finally, it is important to warn patients about the risk

of falling while taking warfarin; measures to optimize a patient’s balance should

be considered.
Newer antithrombotic strategies

Because warfarin has many negative attributes (narrow therapeutic window,

drug-diet interactions, the need for INR monitoring), several clinical trials exam-

ining alternative pharmacologic agents have been undertaken in recent years.

Ximelagatran, an oral anticoagulant (direct thrombin inhibitor) that does not

require coagulation monitoring, has been compared with warfarin therapy (target

INR range 2–3) for the prevention of stroke in patients with AF. Although

no statistically significant difference in the rate of stroke or major bleeding was

observed, ximelagatran is not currently available on the United States market

because of other safety concerns that are being addressed (Food and Drug Ad-

ministration decision letter released October 2004).
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Idraparinux, an injectable inhibitor of factor Xa, is another anticoagulant

under study among patients with AF. Because it has a prolonged half-life, this

agent needs to be administered only once per week. Because its bioavailability is

highly predictable, it is believed that coagulation monitoring will be unnecessary

in patients using idraparinux. A large phase III study Evaluating the Use of

SR34006 Compared to Warfarin or Acenocoumarol in Patients with Atrial

Fibrillation (AMADEUS) comparing this drug with warfarin has recently been

stopped. Finally, clopidogrel in combination with aspirin is being studied head-

to-head with warfarin Atrial Fibrillation Clopidogrel Trial With Irbesartan for

Prevention of Vascular Events (ACTIVE) for the prevention of ischemic stroke

in patients with AF.
Nonpharmacologic approaches

Other, nonpharmacologic strategies for protecting AF patients from stroke

(eg, pulmonary vein isolation, occlusion or removal of the left atrial appendage,

and deployment of a polytetrafluoroethylene membrane) are being studied and

have been described elsewhere [51–55]. To the authors’ knowledge, there is no

published high-quality evidence demonstrating that any of these approaches

reduces the risk of stroke in an unselected population with AF.
Summary

Warfarin is highly effective at reducing the risk of stroke in AF. The benefit of

oral anticoagulant therapy strongly outweighs the risk in most patients with AF.

More data are needed to define better the overall risk-to-benefit ratio for patients

age 80 years and greater. Because a significant proportion of elderly individuals

may not be optimal candidates for anticoagulant therapy, clinicians must con-

tinue to evaluate alternative stroke prevention strategies while redoubling efforts

to understand the mechanisms underlying AF and thrombogenesis.
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Coagulation 

The Risk of Hemorrhage Among 
Patients With Warfarin-Associated Coagulopathy 
David A. Garcia, MD,'" Susan Regan, PHD,t Mark Crowther, MD,:\: Elaine M. Hylek, MD, MPH§ 
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OBJECTIVES	 Among warfarin-treated patients with international normalized ratio (INR) >5, we sought to 
determine the risk of major bleeding within 30 days. 

BACKGROUND	 For warfarin-treated patients, the risk of bleeding increases as the INR rises, particularly if the 
INR exceeds 4. The 30-day risk of hemorrhage among outpatients with excessively prolonged 
INR values is unknown. 

METHODS	 To assess anticoagulation care in the U.S., a cohort of 6,761 patients taking warfarin was 
prospectively assembled from 101 participating sites (43% were community-based cardiology 
practices). From this cohort, 1,104 patients were identified with a first episode ofINR >5. 

RESULTS	 A total of 979 met eligibility criteria; complete follow-up information was available for 976 
(99.7%). Ninety-six percent (n = 937) of patients had an INR value between 5 and 9; 80% 
of INR values were <7. Thirteen patients (1.3%) experienced major hemorrhage during the 
30-day follow-up period; among patients whose INR was >5 and <9, 0.96% experiencedmajor 
hemorrhage. None of the bleeding eventswas fatal. Intervention with vitamin K was uncommon 
(8.7%). Warfarin doses were withheld for the majorityof patients. Fifty percent of patients who 
were managed conservatively and retested on day 4 or 5 had an INR of 2.0 or less. 

CONCLUSIONS	 For warfarin-treated outpatients presenting with an INR >5 and <9, the 30-day risk of 
major bleeding is low (0.96%). Intervention with vitamin K among asymptomatic patients 
presenting with an INR <9 is not routine practice in the U.S. aAm Coll Cardiol2006; 
47:804-8) © 2006 by the American College of Cardiology Foundation 

Warfarin is a commonly prescribed anticoagulant used to 
treat or prevent arterial and venous thrombosis. Because 
warfarin has a narrow therapeutic index, patients routinely 
undergo phlebotomy or capillary blood sampling to measure 
a prothrombin time, the laboratory assessment of anticoag
ulant effect. The prothrombin time is standardized between 
laboratories as the international normalized ratio (INR). For 
most indications, an INR value between 2.0 and 3.0 is 
targeted. 

The narrow therapeutic index of warfarin is highlighted 
by the marked increase in the risk of major hemorrhage 
associated with INR values that exceed 4.0 (1-4). Although 
the association between an INR >4 and increased risk of 
hemorrhage is well documented, published evidence docu
menting the absolute 30-day bleeding risk for an individual, 
asymptomatic patient who presents with a supratherapeutic 
INR is limited. This uncertainty fuels patient fear and 
physician anxiety. In one prospective study of 114 asymp
tomatic patients presenting with INR values >6.0, 5 expe
rienced a major hemorrhage during 14 days of follow-up 
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(4.4%, 95% confidence interval [ell 1.4% to 9.9%) com
pared to none of 268 patients whose INR was in the target 
range (5). In a retrospective case series, 3 of 23 patients 
(12.5%) whose INR values exceeded 10.0 had clinically 
important bleeding (follow-up interval was not specified) 
(6). In contrast, two other retrospective studies (in which 
length of follow-up was not specified) have suggested that 
for asymptomatic patients whose INR value is >6.0, the risk 
of major hemorrhage is <1% (7,8). All of the aforemen
tioned studies were limited by small size. 

It is widely accepted that patients taking warfarin who 
present with evidence of active bleeding and INR prolon
gation should be given coagulation factor replacement (most 
often in the form of plasma products) and vitamin K (9). 
For asymptomatic patients with warfarin-associated coagu
lopathy, however, management strategies vary. Although 
low-dose oral vitamin K has been shown to return an 
elevated INR to the therapeutic range more rapidly than 
placebo (10,11), many providers choose simply to withhold 
warfarin from such patients, allowing the INR to decline 
spontaneously (12). This inconsistency of vitamin K use is 
likely explained by the uncertainty surrounding the short
term risk of bleeding faced by these patients. 

To estimate the 30-day risk ofhemorrhage among patients 
with an excessively prolonged INR, we collected data 
prospectively from a large observational cohort. By better 
defining the bleeding risk in this population, we hoped to 
provide guidance to physicians caring for patients with 
excessive prolongation of their INR. Our secondary aim was 
to describe the management practices (e.g., frequency of 
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Abbreviations and Acronyms 

AF = atrial fibrillation 
CI = confidence interval 
INR = international normalized ratio 

vitamin K use and time to follow-up INR testing) employed 
by the anticoagulation providers who enrolled patients in 
this study. 

METHODS 

Site recruitment. A prospective cohort was assembled in 
order to assess anticoagulation care in the U.S. (13). Regis
tered users of CoumaCare software (Bristol-Myers Squibb 
[formerly DuPont Pharmaceuticals], Princeton, New Jersey) 
were invited to participate by letter and through a study 
website. CoumaCare is a software program that was freely 
available and used by many anticoagulation management 
services for clinical purposes such as patient tracking, data 
entry, and record keeping. The program does not make 
dosing or follow-up interval recommendations. A total of 
174 individual site registrations were received by McKesson 
HBOC BioServices (Rockville, Maryland), the designated 
registry specialists for the study. Of these, 101 sites had the 
technologic capability and the review board approval nec
essary to participate. All sites had at least one dedicated 
provider managing warfarin, usually within the setting of a 
community-based, physician group practice. Patients were 
invited to participate in the registry either by letter or in 
person (at the time of a routine appointment). To be eligible 
for inclusion in the registry, patients had to be 18 years of 
age or older and provide written informed consent. The 
participationofsitesand patients wasvoluntary. For allcenters, 
McKesson HBOC provided individual on-site training about 
how to recruit patients, obtain consent, and transmit data. 
Adverse event reporting was mandatory, and study person
nel were trained to carry out such reporting with rigor 
sufficient to meet federal regulatory requirements. Enroll
ment began in April 2000 and ended in February 2002. 
Data management. Encrypted data from each site were 
transmitted to the independent data-coordinating center 
weekly (McKesson HBOC BioServices). Missing data fields 
and data entry errors were flagged and resolved directly with 
the sites before data were transferred to the study investi
gators. A direct query from the data-coordinating center to 
the reporting site was triggered by any interval in INR 
testing that exceeded 45 days or any INR value >10 or 
<0.8. Resolution of the flag relating to the INR testing 
interval required validation of warfarin status and confirma
tion that the gap was not related to an adverse event. Study 
investigators were blinded to the identification and location 
of participating practices and patients. 
Patients and outcomes. Patients whose INR measurement 
was ~5.0 were identified. For patients who had more than 
one such qualifying INR value, only the first occurrence was 

considered. To be eligible, the index INR value had to: 1) be 
accompanied by a progress note (to classify provider man
agement); and 2) occur more than 60 days before the site's 
final study data transmission (to enable complete follow-up 
by McKesson HBOC). 

For each eligible patient, an investigator (D.A.G. or 
E.M.H.) reviewed the anticoagulation progress notes and 
follow-up INR values recorded during the 60 days after the 
index INR measurement. The primary outcome of interest 
was major hemorrhage, defined as bleeding that was fatal, 
led to hospitalization with transfusion of at least 2 U of 
packed red blood cells, or occurred at a critical site (e.g., 
intracranial, retroperitoneal). All other bleeding was consid
ered minor. Occurrence of an arterial or venous thrombo
embolic event in the 30-day follow-up period was also 
recorded. All major events were validated by an investigator 
(D.A.G. or E.M.H.) and directly verified with the site 
director by McKesson HBOC. For each patient, the fol
lowing data were also recorded: number of days warfarin 
was withheld, number of days until the first repeat INR was 
performed, number of days until an INR value <4.0 was 
documented, and the presence or absence of documented 
vitamin K use. 
Statistical analysis. The effect of vitamin K on the risk of 
major hemorrhage was assessed with logistic regression 
using a general estimating equation model to account for 
variation within sites. The model included terms for index 
INR, age, and vitamin K (14). 

The study protocol was approved by Western Institu
tional Review Board (WIRE), Olympia, Washington, the 
institutional review board at Massachusetts General Hospi
tal, and local review boards where they existed. 
Role of the funding source. The funding source had no 
role in the collection, analysis, or interpretation of the data 
or in the decision to submit the study for publication. 

RESULTS 
In the anticoagulation management study, 6,761 patients 
were enrolled from 38 states providing 5,961 person-years 
of observation. Of the 101 clinical sites that participated, 98 
were community-based physician office practices, and 3 
were academic practices. Forty-three percent of the 
community-based sites were cardiology group practices. 
The most common indications for warfarin therapy in
cluded atrial fibrillation (AF) (52%), prosthetic heart valve 
(15%), and venous thromboembolism (14%). Overall, 83% 
ofpatients were 60 years of age or greater; 22% were age 80 
years or greater. Among patients with AF, 46% had hyper
tension, 26% coronary artery disease, 15% diabetes mellitus, 
and 8% history of stroke. 

From the overall cohort, 1,104 patients with a first 
observed INR ~5 were identified; 979 (89%) met the 
eligibility criteria. Nearly all of the excluded patients were 
deemed ineligible because they had an elevated INR re
corded fewer than 60 days before the site's final data 
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Table 1. Characteristics of Patients With an INR 2:5.0 
(n = 979) 

Mean age 69.5 :t 13 
(range == 20-94) 

Gender 
Female 494 (50.5) 

Race 
White 883 (90.2) 
Black 28 (2.9) 
Hispanic 16 (1.6) 
Asian 7 (0.7) 
American Indian 4 (0.4) 
Unknown!other 41 (4.2) 

Indication for warfarin 
Atrial fibrillation 386 (39.4) 
Prosthetic heart valvels) 280 (28.6) 
Venous thromboembolism 135 (13.8) 
Cerebrovascular accident 78 (8.0) 
CHF/cardiomyopathy/LV thrombus 26 (2.7) 
Atherosclerosis, peripheral vascular 25 (2.6) 

disease, CAD, myocardial infarction 
Systemic arterial embolism 11 (1.1) 
Other 38 (3.9) 

Mean index INR 6.5 
Number of patients with index INR >5, <7 783 (80%) 
Number of patients with index INR 2:7, s9 154 (15.7%) 
Number of patients with index INR >9 42 (4.3%) 
Patients with documented vitamin K use 85 (8.7%) 

CAD = coronary artery disease; CHF = congestive heart failure; INR = interna
tional normalized ratio; LV = left ventricular. 

transmission. Of the 979 included patients, 39% were 
receiving warfarin for AF and 29% had a prosthetic heart 
valve.The mean age was 69 years (range 20 to 94), and 50% 
were women. Sixty-two patients (6%) had been taking 
warfarin for <3 months, 96% (n = 937) of the patients had 
an index INR value between 5 and 9, 80% of index INR 
values were <7 (Table 1). 
Outcomes. ADVERSE EVENTS AND DOCUMENTED VITAMIN 

K USE. Of the 979 patients, follow-up was complete for 976 
(99.7%). Overall, 13 patients (1.3% [95% CI 0.6 to 2.1]) 
experienced a major hemorrhage during the first 30 days 
after the index INR; the majority occurred within one week 
(Table 2). Most of these events were gastrointestinal in 
origin, and none was fatal. Among the 934 patients with an 
INR <9, 9 (0.96%) sustained a major hemorrhage. Four 
(9.5%) of the 42 patients whose INR was 9.0 or greater 
experienced a major bleed. Thirty-four patients (3.5%) 
reported minor bleeding; all such cases were self-limited 
except two patients whose epistaxis required cautery in the 
emergency department. One patient with a very elevated 
INR (but no sign of bleeding) was admitted to the hospital 
for observation and warfarin reversal. Thromboembolic 
events were infrequent. Three patients (0.3%) sustained an 
ischemic event during the 30-day follow-up period (two 
strokes and one peripheral arterial embolism). 

Most patients were managed by withholding subsequent 
warfarin doses. For different subgroups, the mean number 
of days without warfarin is shown in Table 3. Vitamin K 
use, as documented in the progress notes in the Coumacare 

Table 2. Age, Gender, Index INR Value, and Site 
of Hemorrhage for Each of the 13 Individuals With 
Major Bleeding" 

Age (yrs), Gender INR Site of Bleed 

63,F 13.1 Gastrointestinal 
89,M 7.0 Retroperitoneal 
69,F 7.7 Gastrointestinal 
53,F 8.0 Gastrointestinal 
78,M 16.1 Gastrointestinal 
74,M 7.0 Gastrointestinal 
12,M 11.0 Gastrointestinal 
80, F 9.2 Gastrointestinal 
79,M 5.6 Gastrointestinal 
81,Mt 6.4 Soft tissue 
86,Mt 6.7 Gastrointestinal 
60,Ft 8.0 Gastrointestinal 
66, Ft 5.8 Unknown 

'The first9 patients listed experienced major hemmorrhage 0-14 days after the index 
international normalized ratio (INR) value was recorded. tPatients who experienced 
bleeding 15-30 days after the index INR was recorded. 

database, was not routine. The progress notes of 85 patients 
(8.7%) contained evidence that vitamin K was given. The 
dose ofvitamin K was not available for five patients. Compared 
to patients with an index INR between 5 and 9, vitamin K 
use was more common among patients whose index INR 
was >9 (62% vs. 7%). When given, vitamin K was pre
scribed orally more than 90% of the time; the most common 
doses were 2.5 mg (60%), 5 mg (24%), and 1.25 mg (11%). 
In the U.S., vitamin K for oral administration is available 
only in 5-mg tablets. Of the 85 patients who were treated 
with vitamin K, one patient who received a 10-mg dose 
experienced an arterial embolus requiring embolectomy. 

The effect of vitamin K on the risk of major hemorrhage 
was not statistically significant in the univariate analysis 
(odds ratio 0.85 [95% CI 0.11 to 6.67]; p = 0.88) or in the 
logistic model adjusting for index INR and age (odds ratio 
0.76 [95% CI 0.10 to 6.00]; p = 0.80). The small number 
of major bleeding events in our study precludes definitive 
assessment of the relationship between vitamin K use and 
the risk of hemorrhage. 

PATIENT FOLLOW-UP AND SUBSEQUENT INR MEASURE

MENT. Of the 979 patients with an INR of 5.0 or greater, 
12 patients had no subsequent INR measurements, 6 
patients were taken off warfarin, 3 died of causes unrelated 

Table 3. Mean Number of Days Warfarin Was Withheld by 
Index INR and Target INR Range" 

Target INR Range 

2.0-3.0 (n = 558) 2.5-3.5 (n = 304) 

Index %of Mean Daya % of Mean Days 
INR Total Held Total Held 

5-<7 86% (482) 1.9 88% (268) 1.5 
7-9 12% (67) 2.6 11% (33) 2.3 
2:9 1.6% (9) 4.2 1% (3) 2.7 

"Excluded: 85 patients who were given vitamin K, 16 patients with missing vitamin 
K data, and an additional 16 patients for whom the number ofday. held could not be 
determined. 

INR = international normalized ratio. 
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Figure 1. Box and whisker plot of the next consecutive international normalized ratio (INR) value obtained after the index INR, plotted by the number 
of days between the index and next INR date. The boxes delineate the interquartile range, extending from the 25th to the 75th percentile. The bar across 
the middle of the box represents the median. The whiskers reach to the most extreme value that is within 1.5 times the interquartile range beyond the 
box. Points more extreme than that are individually plotted. Patients for whom vitamin K use was documented and patients whose warfarin therapy was 
not interrupted have been excluded from this analysis. 

to warfarin, 2 transferred their warfarin management to 
another provider, and 1 patient was lost to follow-up. The 
time elapsed before the first repeat INR varied: 39% of 
patients were retested within three days, and 75% were 
retested within the first week. Of the 239 patients whose 
first follow-up INR occurred 8 or more days after the index 
INR, 120 (50%)were scheduled for follow-up >7 days after 
the index INR, 50 (21%) missed an earlier scheduled 
appointment, 50 (21%) had no documented reason for the 
follow-up interval chosen, 14 (6%) were hospitalized, and 5 
(2%) had other reasons provided. For the patients whose 
warfarin was held (but for whom no vitamin K was 
prescribed), Figure 1 shows the median INR result among 
patients tested on each of the first seven days after the index 
measurement. Only the first follow-up INR value for any 
patient was used for this analysis. Of the patients retested on 
day 4 or 5, nearly 50% had an INR of 2.0 or less. 

DISCUSSION 

The principal finding of our study is that for warfarin
treated asymptomatic outpatients with an INR value ~5, 

the risk of major hemorrhage within 30 days is low (1.3%). 
It is noteworthy that these INR results were obtained in 
routine practice, and that 96% of index INR values were 
<9.0. The likelihood that our results fairly estimate the 
bleeding risk among such patients is high because our study 
included nearly 1,000 individuals identified from a cohort of 
6,761 patients, 22% of whom were age 80 years or greater. 
Furthermore, our finding is consistent with two previously 
reported, smaller, single-center studies of 248 patients and 
51 patients, respectively (7,8). The participation of 101 

predominantly community-based anticoagulation sites in 
the present study enhances the generalizability of our 
findings. 

The difference between the proportion of patients suffer
ing major hemorrhage in our cohort and the higher propor
tion previously reported by Hylek et al. (5) may be explained 
by several important differences in the two studies. First, the 
previous study included only 114 patients, and the 95% CI 
surrounding the point estimate of major hemorrhage risk 
was wide. Second, the previous study included a population 
with characteristics that might be expected to increase the 
overall rate of hemorrhage: 100% of index INR values were 
>6 (14% were >10), the mean index INR was 8.1, the 
mean age was 71 years, and 13% of patients had been taking 
warfarin for <3 months. By comparison, the present study 
included a population in which only 3% of index INR values 
were >10, the mean index INR was 6.5, the mean age was 
69, and only 6% of patients had been taking warfarin for <3 
months. International normalized ratio, age, and the early 
phase of therapy have all been shown to be risk factors for 
major hemorrhage among patients taking warfarin (15-19); 
INR prolongation conveys the highest risk. During 14 days 
of follow-up in a previous study by Hylek et al. (5), there 
were no major hemorrhagic events among 268 patients 
whose INR was in the target range. 

Administration of vitamin K, as documented in the 
CoumaCare database, was uncommon in our cohort despite 
evidence that low-dose oral vitamin K returns the INR 
to the normal range more quickly than placebo without 
causing "over-reversal" of warfarin's anticoagulant effect 
(10,11,20-22). Published recommendations propose that 
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low-dose oral vitamin K should be considered for patients 
with an INR >5 who are at risk for hemorrhage (23,24). 
However, the absence of high-quality evidence (coupled 
with the concern that vitamin K use may increase the risk of 
thromboembolism) likely explains the low frequency of 
vitamin K use among patients whose INR was <9. 

We acknowledge that the patients at highest risk for 
bleeding may have avoided hemorrhagic events because they 
received vitamin K. However, because 894 individuals (91% 
of our cohort) were managed without vitamin K, the 
potential impact of any such selection bias on our results 
would be limited, particularly among patients whose INR 
was <9, for whom documented vitamin K use was partic
ularly uncommon. In our analyses,vitamin K was not found 
to have a significant effect on the risk of major hemorrhage, 
but the small number ofbleeding events precludes definitive 
assessment. Becauseparticipation in our study was voluntary 
and required written informed consent, the potential for 
selection bias does exist. However, our cohort is represen
tative ofcommunity-based practice based on patient age and 
a prevalence of medical conditions that is very similar to that 
reported from other large ambulatory patient populations. 
To be eligible, patients had to be 18 years of age or older. 
Twenty-two percent of the 979 patients in our study cohort 
were age 80 years or greater. Patients with a prior history of 
bleeding would have been eligible, if they were still taking 
warfarin. The risk of major hemorrhage on warfarin is 
largely driven by anticoagulation intensity, and all patients 
in our study had an INR of 5.0 or greater. Because the 
CoumaCare software program does not incorporate deci
sion aids or management tools, it is unlikely that use of this 
tracking system would have affected an individual's risk of 
bleeding after an INR of ~5. 

In conclusion, this large cohort study indicates that for 
asymptomatic outpatients presenting with an INR between 
5 and 9, the risk of major hemorrhage over the next 30 days 
is low (0.96%). The small number (n = 42) of patients 
whose INR was >9 precludes the extrapolation of our 
findings to this subgroup. Individuals presenting with INR 
values over 9 (and perhaps other subpopulations) may 
indeed have a higher 3D-day risk of bleeding. Appropriate 
assessment of the potential benefit of selected (or routine) 
vitamin K administration will only be accomplished with 
randomized, placebo-controlled trials. 

Reprint requests and correspondence: Dr. David A. Garcia, 
2211 Lomas Northeast, MSCIO 5550, Albuquerque, New Mexico 
87131. E-mail: davgarcia@salud.unm.edu. 
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ABSTRACT 

Despite ongoing evidence that one quarter of HIV-infected people in the United States are 
unaware of their infection, widespread implementation of the Centers for Disease Control 
and Prevention's 1993 recommendations regarding routine inpatient HIV testing has not oc
curred. This study compares two HIV testing strategies: the initial phase of inpatient HIV 
testing (1999-2001) utilized a physician-referral-based system. The second phase (2001-2003), 
occurring after a patient attitude survey, demonstrated favorable responses to being ap
proached in an unsolicited fashion regarding HIV testing, included the first 2 years' experi
ence with having trained HIV counselors directly approach inpatients regarding their will
ingness to undergo voluntary HIV counseling and testing (VCT) without physician referral. 
Barriers to implementing the latter strategy are discussed and initial experience with rapid 
HIV testing on this service is also presented. Referral-based testing yielded 2.3 patient refer
rals (6.4% of total admissions) resulting in 1.2 HIV tests and 0.7 counseling only sessions per 
day. Nonreferral based testing resulted 6.2 HIV tests and another 3.0 counseling-only sessions 
per day. HIV vcr on an inpatient service is feasible but challenging. Most patients respond 
favorably to being approached for VCT. Routinely offering HIV tests to inpatients yields 
higher testing rates than physician referral-based systems and increases the number of pa
tients who know their HIV status. Recommendations for implementing routing HIV testing 
on an inpatient service are made. 

D 
INTRODUCTION tify this large proportion of the population who 

are unaware of their status and to provide access 
ESPITE SIGNIFICANT ADVANCES in human im to appropriate clinical services, the CDC pub
munodeficiency virus (HlV) testing and lished recommendations that the medical com

treatment, the Centers for Disease Control and munity routinely incorporate HIV testing during 
Prevention (CDC) reports that the incidence of patient medical screening, especially in high
new HIV cases in the United States has remained prevalence areas or with high-risk individuals. 
stable at approximately 40,000cases annually.' It These recommendations outline specific guide
estimates that 252,000-312,000 of the 1,039,000 lines for expanding Hl'V testing.1 

1,185,000 people in the United States with HIV A decade earlier, the CDC made a number 
infection do not know their serostatus.2 To iden- of recommendations about new potential test

-Hospital Medicine Unit, 2Center for HIV / AIDS Care and Research, Boston Medical Center, Boston, Massachusetts. 

1 
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ing sites, and stated that "hospitals with an 
HIV seroprevalence rate of at least 1% or an 
AIDS diagnosis rate ~ 1.0 per 1,000 discharges 
should strongly consider adopting a policy of 
offering HIV counseling and testing routinely 
to patients ages 15-54 years."? Despite other 
advances in HIV care, routine HIV testing in 
hospitals has not occurred (B. Branson, per
sonal communication). 

This paper describes the development, im-. 
plementation, and experience of the HIV Inpa
tient Testing Service (HITS) at Boston Medical 
Center (BMC), a large, urban, academic med
ical center during its first 2 years offering non
physician-referral-based testing and compares 
it to a similar period prior to HITS when physi
cians were encouraged to offer HIV testing to 
all new admissions. It will also address the 
early phase of rapid HIV test implementation 
on HITS. This experience may help inform sim
ilar hospital-based testing initiatives to increase 
the number of patients who know their serosta
tus, facilitate their linkage to care, and guide 
public health programs toward decreased 
transmission. 

MATERIALS AND METHODS 

The initial inpatient testing program was be
gun in 1999 on a physician-referral basis with 
a single inpatient medical team and subse
quently expanded across the medical service at 
the hospital. The teams were instructed to ask 
all of their inpatients whose HIV status was un
known (to the patient or provider) whether 
they were interested in voluntary HIV coun
seling and testing (VCT). If the patient was in
terested, the physician called the BMC HIV 
VCT program, Project TRUST (Teaching, Re
ferral, Understanding, Support, and Testing), a 
Massachusetts Department of Public Health 
(DPH)-funded program. A counselor would 
come to the patient's bedside to provide VCT. 
Testing included venipuncture and oral mu
cosal HIV testing with OraSure® (OraSure 
Technologies, Inc., Bethlehem, PA). All sam
ples for HIV testing were processed by the 
Massachusetts State Laboratory free of charge 
to the patient. All testing results were confi
dential. Because results often took 7 to 14 days 
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to obtain, patients who had been discharged 
were given their results either at Project 
TRUST's office or by special arrangement upon 
return for other medical follow-up at the med
ical center. 

Based on the favorable results of a quality im
provement inpatient attitude survey regarding 
their feelings about being approached in an un
solicited manner regarding HIV testing," the re
quirement for physician referral was removed 
in 2001. Thereafter, the program adopted the 
name HIV Inpatient Testing Service (HITS) and 
hired a full-time staff member to approach as 
many adult patients admitted to the medical ser
vice within 24 hours of admission (Monday 
through Friday) as possible. Although the HITS 
counselor attempted to see all admissions, the 
program developed a prioritization scheme to 
assist the counselor if there were too many new 
patients to be seen in a day. The priority from 
highest to lowest was physician referrals, then 
patients who had infectious or drug-related ad
mitting diagnoses, then other patients under the 
age of 55.3 All additional patients were screened 
as time permitted. 

Patients identified as HIV-positive were im
mediately connected to the BMC Center for 
HIV/ AIDS Care and Research intake services, 
a dedicated system that addresses medical, so
cial, mental health, and insurance issues on 
short notice. 

With additional funding in 2003, HITS added 
1.5 additional VCT staff and subsequently 
rapid HIV testing with OreQuickf Rapid HIV
1/2 Antibody Test (OraSure Technologies, Inc.) 
was added. This test, which offers results in 20 
minutes, has sensitivity and specificity charac
teristics similar to commercially available HIV 
enzyme-linked immunosorbent assay (ELISA) 
tests, and requires confirmation of all reactive 
samples by Western blot or IFA testing.s HITS 
was then able to offer VCT to all medicine ad
missions, and expand services to the surgery 
and gynecology services, no longer requiring 
the prioritization scheme. 

RESULTS 

During the physician-referral-based pilot 
period (1999-2001), the HIV seroprevalence 



3 INPATIENT HIV TESTING 

averaged 5.5%. An average of 6.4% of total 
,_.-........ daily admissions (2.3 patients! day) were re

( T1 ?ferred for VCT (Table 1). Counselors met with 
"'---._- 83°/., of these patients; the rest were unavailable, 

were discharged before the counselor arrived, 
or refused to speak with the counselor. Of the 
patients seen, 62% participated in a full VCT 
session, yielding 1.2 patients per day who un
derwent testing. Additional information about 
this initial period has been published previ

_._---.. ouslv."
(F1 ~ After the 2001 patient survey (Fig. 1) and the 
'-'-- creation of HITS, the dedicated full-time coun

selor was able to increase testing to 6.2 patients 
per day with an additional 3 patients per day 
receiving counseling only in the first 12 months 
of the program. Despite this increase, only one 
third to one half of all the new admissions were 

TABLE 1. DEMCX~RAPHICS OF HITS PATIENTS 

Percent 

Gender 
Male 57 
Female 43 

Race 
White 28 
African American 37 
Latino 21 
Haitian 4 
Other" 10 

Age 
< 20 1 
20-29 17 
30-39 20 
40--49 30 
50-59 22 
60-69 8 
70-79 1 

Riskb 

MSM 1 
IOU 6 
Sex w IHIV-positive 1 
Sex w/IDU 2 
Multiple partners 30 
Heterosexual 47 
NAR 4 
Other 8 

·Other, Asian, Brazilian, Cape Verdian, Portuguese, 
Asian, and not recorded. 

bRisk: MSM, men who have unprotected sex with men; 
IDU, injection drug user; sex w IHIV -'-, unprotected sex 
with an HIV-positive person; sex w/IDU, unprotected 
sex with an injection drug user; multiple partners, ? 10 
unprotected sex partners (heterosexual or homosexual); 
heterosexual, unprotected heterosexual sex; NAR, no ac
knowledged risk. 

HITS, HIV Inpatient Testing Service. 
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FIG. 1. HIV Inpatient Testing Service (HITS) volume 
and seroprevalence in the first 2 years. Bars represent HIV 
voluntary counseling and testing (vcr) for the first 2 
years of HITS. Light gray shaded areas of the bars repre
sent the number of VCT sessions that included testing. 
Dark gray shaded areas represent additional VCT ses
sions where testing was refused. The black square dots 
represent the annual HIV seroprevalence for the period 
represented by the bars. 

approached because of time and patient avail
ability. As a result of staff changes in the sec
ond 12-month period, HITS tested and coun
seled fewer patients; however, the HIV 
seroprevalence rates in the first 2 years of HITS 
were similar: 2.5% and 2.0%, respectively (p = 
0.46) (Fig. 1). 

Seventy-seven percent of patients accepting 
testing received their test results (range, 
43%-90% per quarter). The average inpatient 
length of stay during this period was 4.4 days; 
only 31% of patients received their test results 
while still in the hospital. The rest returned to 
Project TRUST's outpatient site to obtain their 
results or were met at subsequent medical cen
ter appointments. For those patients who never 
returned, HITS sought assistance from the pa
tient's primary care providers when subjects 
had signed the consent to disclose their HIV 
status to the medical care team. Once HITS be
gan offering rapid HIV tests routinely on the 
inpatient service, 100% of medical admissions 
were approached and 100% of those tested 
(over 4000 tests to date) received their rapid test 
results the same day they were performed. 
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An average of 14% of patients per quarter 
who tested HIV-positive knew previously that 
they were HIV infected but had not disclosed 
this fact to the counselor until the posttest ses
sion or in follow-up care. Of patients identified 
to be HIV-infected prior to initiating rapid HIV 
testing, 82% were successfully linked to HIV 
care at BMC. Of the remaining 18%, 5% chose 
to follow-up at another hospital, 5% died be
fore follow-up, 4% informed HITS that they 
were moving out of the area, and 4% refused 
care or were lost to follow-up. 

DISCUSSION 

The 1993 CDC guidelines- for implementing 
HIV testing in areas of high prevalence have 
not been widely implemented, and limited lit
erature exists on HIV testing in inpatient set
tings,7-10 although more than one quarter 
of patients with HIV are diagnosed while in
patients.l ' How a program should implement 
HIV testing on an inpatient service will largely 
depend upon the resources available, however, 
physician-referral-based systems do not foster 
broad screening and can skew prevalence esti
mates because of selection bias. Although the 
HIV prevalence identified in during the physi
cian-referral-based testing phase (1999-2001) 
of the program (5.5%) was higher than under 
HITS (2.0%-2.5%), the absolute number of pa
tients learning their HIV status and those be
ing found to be HIV positive were substantially 
lower. The elevated seroprevalence in the early 
phase clearly illustrates this selective referral 
bias. In the latter phase, this bias may have ex
isted to a lesser degree as a prioritization 
scheme was occasionally needed to manage 
workload. Routinely approaching all patients 
on the inpatient service was not achieved dur
ing the primary periods examined in this pa
per but has subsequently occurred since HITS 
has expanded its staff and begun offering rapid 
HIV tests. 

As illustrated by the patient survey (Fig. 1), 
patients have been quite receptive to being ap
proached regarding HIV VCT in an unsolicited 
manner. Concern over patient reactions to this 
style of HIV testing program should not be con
sidered a Significant barrier to program insti-
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tution. While we do not have information on 
why patients refused HIV testing, the recent 
study by Wurcel et al.!" suggests that prior test
ing and self-perception of being at low risk for 
HIV were the most common reasons. 

A number of factors may contribute to the 
lack of implementation of programs in this 
area, including funding, logistic barriers, and 
postdischarge follow-up. Start-up and subse
quent financial support for inpatient testing at 
BMC was facilitated by the Department of Pub
lic Health (DPH) and the state laboratory. Al
though diagnostic testing for HIV is reim
bursed as other laboratory services are, HIV 
counseling services for inpatients are not be 
reimbursed by private insurance plans or 
Medicare. Grant funding and a strong rela
tionship with local governmental agencies such 
as the state DPH and the state or municipal lab
oratory may help defray costs for such projects. 

Another concern is inpatient confidentiality. 
The physical space of the hospital room is not 
ideal for HIV counseling. Privacy is a major is
sue because of visitors, patients in adjacent 
beds, and hospital staff who might interrupt or 
overhear the VCT session. Care must be taken 
to preserve patient confidentiality as much as 
possible including asking visitors to leave, 
drawing curtains, keeping counselor voices 
soft during discussions and deferring testing if 
conditions do not permit adequate privacy. It 
is very important that the VCT staff be aware 
of the events inpatients undergo (e.g., rounds, 
medication delivery, therapy visits, etc.) so 
they may tailor their sessions accordingly. Ori
entation of hospital personnel to the VCT ser
vice is equally useful to avoid inopportune 
comments or questions and to facilitate refer
rals. Timely communication of results with pa
tients' care providers is also crucial for good 
patient care. 

Because of the complexity of the VCT pro
cess, it is important to have an identifiable med
ical director, program manager, and clinical su
pervisor. The medical director should have 
broad knowledge of HIV testing and extensive 
experience on the inpatient service. The direc
tor should be able to address issues such as new 
testing modalities, training in universal pre
cautions, including various types of isolation 
precautions; and developing medical and coun
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seling continuing education for staff counselors. 
Additionally, the medical director needs to co

_._.___ ordinate communications with other providers, 
(AU1~collect program data for QA, maintain a poli
"'--..__/ cies and procedures manual, and facilitate as

sessment of clinical competency for the hospi
tal and funding agencies. The program manager 
may share many of these tasks and additionally 
faces other logistical issues, including obtaining 
funding, managing grants, hiring staff, coordi
nating staff schedules, and ensuring service 
coverage. Staff support issues may be ad
dressed by a clinical supervisor, who should as
sess counselors' levels of stress and create a fo
rum for case discussion with regular feedback 
sessions that allow staff to raise issues or make 
suggestions. 

Not all counselors who function well in a 
walk-in VCT site are suited for an inpatient ser
vice. Inpatient counselors must be comfortable 
with walking into a patient room and engag
ing the patient in discussion. Counselors who 
do this process well are outgoing, respectful, 
and have excellent communication skills. Mul
tilingual staff is a significant benefit if the pop
ulation served has limited English proficiency. 
It is also helpful if the counselors come from 
the population being served. We estimate that 
hospitals require approximately one full-time 
VCT staff member for every 80 beds, depend
ing on planned operating hours, the types of 
testing being offered (standard, rapid, or both), 
whether posttest counseling is anticipated in 
the hospital or postdischarge, the acuity of the 
inpatient population, and the anticipated HIV 
seroprevalence. 

Delays between HIV diagnosis and entry 
into appropriate care are common. Samet et al.8 

noted 39% of patients did not enter care within 
1 year of diagnosis and 18% waited over 5 
years. When establishing a VCT service, iden
tifying resources to which patients may be 
immediately linked is critical. Mental health, 
medical, social, financial, and other issues must 
be anticipated and resources allocated to pro
vide rapid interventions for new patients. 

HITS found that 14'}"o of patients identified as 
HIV-positive knew previously that they were 
infected. Some of these patients may have been 
looking for a way to get into the medical sys
tem. Others may not understand HIV suffi

ciently to recognize the improper nature of 
retesting once seropositive. Exploring why 
retesting occurs offers counselors the opportu
nity to educate patients further about their dis
ease and, most importantly, get them into care 
if they are not already linked to an appropri
ate provider. 

Among patients undergoing HIV testing na
tionally, published reports show that 12% to 
39% of patients who are tested for HIV never 
learn their results. 1,9,12,13 In 2000, the CDC es
timated that 31% of patients who tested posi
tive for HIV did not return to receive their test 
results. State-funded, community-based pro
grams also have highly variable rates of return, 
with published reports of 25% to 48% of pa
tients never receiving their results. 14-17 Rapid 
HIV testing resolves some issues surrounding 
inpatient follow-up for results. A thorough re
view of rapid HIV testing has been published 
elsewhere.l" Confirming reactive tests remains 
a critical aspect of rapid HIV testing that must 
be considered when instituting such a pro
gram. Many ambulatory sites have had the ex
perience of achieving a greater than 97% fol
low-up with rapid HIV tests. n ,16,19 To date, 
100% of patients tested through HITS with the 
rapid HIV test have received their rapid test 
results. 

Working with the hospital laboratory staff is 
crucial in assisting the point-of-care, rapid HIV 
testing program with set-up and training on 
the needed procedures. Initial laboratory assis
tance requirements can be extensive (training, 
competency assessment for running rapid HIV 
tests and controls, color blindness testing, uni
versal precautions review, QA monitoring, 
etc.), and subsequent QA and oversight are im
portant. 

Running the rapid HIV test poses other lo
gistical issues. While refrigeration is required 
only for storing controls, the test requires a flat 
surface with good lighting. HITS devised a 
rolling cart to store supplies and to act as a ded
icated testing space. The cart has a door that is 
closed when samples are being processed to 
avoid the counselor or patient watching the 
testing process rather than attending to the 
counseling. The cart also has locking wheels to 
keep it stationary while the sample is process
ing. Disinfectant spray is used to clean the test
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ing surface of the cart after each test is com
pleted. The advantage of this system is that it 
is self-contained and moveable. The disadvan
tages are that the carts are expensive and, for 
patients in isolation rooms, HITS leaves the cart 
just outside the patient's door. 

Additionally, point-of-care rapid HIV testing 
generates no laboratory charges and therefore 
the cost of the test supplies is not covered by 
insurance. Program grants and relationships 
with state and hospital laboratories may help 
reduce this issue. 

CONCLUSIONS 

The experience of the BMC HITS program 
strongly supports routine testing over targeted 
(physician-referral) based systems and has il
luminated a number of specialized issues con
cerning inpatient HIV VCT. Barriers to imple
mentation of inpatient VCT programs, such as 
poor follow-up rates for results, are remedia
ble with the advent of point-of-care, rapid HIV 
tests. Linkage to follow-up care is substantially 
easier for inpatients since the full resources of 
the hospital's HIV services may be mobilized 
for newly diagnosed patients. Referral bias can 
be overcome with hospital approval to ap
proach all inpatients for HIV VCT without 
physician referral. Expanding routine testing to 
inpatient venues offers excellent opportunity to 
identify HIV patients and to bring them into 
care expeditiously. 
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Routine Rapid HIV Testing in Hospitals:
Another Opportunity for Hospitalists to Improve Care
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BACKGROUND: The Centers for Disease Control and Prevention recommends rou-

tinely offering HIV testing to inpatients at hospitals with an HIV seroprevalence

rate of greater than 1% or an AIDS diagnosis rate of greater than 1.0 per 1000

discharges. This recommendation has not been widely adopted, perhaps because

of one of several barriers: the cost of implementing a counseling and testing

program; the logistics of HIV counseling and testing on a hospital ward particularly

with respect to privacy; concern about the follow-up of HIV test results necessi-

tating patients to return after discharge; and the cultural mindset of screening as

an outpatient modality complicated by the fear of raising the possibility of HIV

testing and therefore eliciting a negative reaction from a patient who has not

requested it.

PURPOSE: This article focuses on these barriers and some possible solutions,

emphasizing the role of FDA-approved rapid HIV tests, which may decrease

follow-up issues for HIV testing programs. It also considers hospitalists, given their

frontline status and ability to coordinate the multidisciplinary services and sys-

temwide approach required to implement such a program, as leaders in this area.

Journal of Hospital Medicine 2006;1:106–112. © 2006 Society of Hospital Medicine.
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Despite more than 2 decades of significant advances in human
immunodeficiency virus (HIV) testing and treatment and ma-

jor HIV-oriented public health initiatives, the Centers for Disease
Control and Prevention (CDC) reports that the incidence of new
HIV cases in the United States has remained stable at about 40 000
cases annually.1 CDC estimates indicate that 252 000 –312 000 of
the 1 039 000 –1 185 000 people in the United States with HIV
infection do not know their serostatus,2 and it appears that these
unaware individuals may play a significant role in HIV transmis-
sion to others.3,4 In an effort to promote testing for HIV, the CDC
initiated a program called “Advancing HIV Prevention: New Strat-
egies for a Changing Epidemic” in 2003.1 This program recom-
mends incorporating HIV testing into routine medical care.

A decade before “Advancing HIV Prevention” was published,
the CDC directly addressed the issue of HIV testing of hospitalized
patients by recommending that “hospitals with an HIV seropreva-
lence rate of at least 1% or an AIDS diagnosis rate � 1.0 per 1000
discharges should strongly consider adopting a policy of offering
HIV counseling and testing routinely to patients ages 15–54
years.”5 Despite the information on discharge diagnosis rates of-
ten being easily available from hospital databases, even if sero-
prevalence rates may not, routine HIV testing of hospitalized
patients has not occurred.
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In 2005 the United States Preventive Services
Taskforce (USPSTF) recommendations stated that
there was “fair evidence that screening adolescents
and adults not known to be at increased risk for HIV
can detect additional individuals with HIV.”6 Their
statement reflects data from Chen et al., who iden-
tified that self-reported risk factor– directed testing
strategies would have missed nearly three quarters
of the HIV infections in their clinic setting,7 and
from Peterman et al., who demonstrated that 20 –
26% of HIV-positive patients acknowledged no
HIV-associated risk factors.8

Despite the prior CDC recommendations,1,5

Chen and Peterman’s data,7,8 and acknowledgment
of the high accuracy of the new HIV antibody tests,
making false-positive test results quite rare, the
published recommendations of the USPSTF do not
support routinely testing individuals who are not at
increased risk for acquiring the infection because of
the relatively low yield and concern about anxiety
and related consequences of HIV testing.

Hospitalists are poised to offer inpatient HIV
testing to all inpatients at hospitals that meet the
CDC guidelines in an effort to reduce the numbers
of patients who have undiagnosed HIV infection.
This article examines inpatient HIV testing includ-
ing barriers that may exist to routine testing and
reviews the available rapid HIV tests, which may
assist in overcoming some of these barriers.

HIV Testing in the Hospital
Patients diagnosed with HIV infection often have
had multiple contacts with the medical community,
both inpatient and outpatient, prior to their HIV
diagnosis, during which HIV testing had not been
offered, thus delaying diagnosis.9 Though clinicians
often identify and document triggers that should
prompt HIV testing, patients with HIV infection are
still not diagnosed in a timely manner. In addition,
according to previously published data on inpatient
testing from urban institutions, the targeted testing
of patients based on traditional risk factors also
misses a large proportion of HIV-infected pa-
tients.10 Thus, routine nontargeted inpatient test-
ing, as the CDC suggests, is the preferred strategy.

More than a quarter of patients with HIV in the
United States are diagnosed in hospital settings,
often in conjunction with an illness that prompts
specific testing.11 An important recent study by
Brady evaluated the HIV seroprevalence on the
medicine and trauma medicine services of 2 hospi-
tals during 2 seasons. The study was blinded and

used leftover blood samples taken for other rea-
sons. It found seroprevalence rates varying between
1.4% and 3.7%.12 Two points are noteworthy about
this study. First, having excluded those from pa-
tients with known HIV disease, a significant propor-
tion of the samples identified as seropositive likely
represented unidentified HIV cases. Second, al-
though the seroprevalence varied depending on the
season during which testing was done and the ser-
vice from which blood was obtained, even the lower
percentage (1.4%) is higher than the CDC’s thresh-
old for offering routine HIV testing.5

With the average length of a hospital stay de-
clining to less than 5 days,13 many patients who
undergo nonrapid HIV testing while hospitalized
will not receive their results prior to discharge.
Though no data specifying the rates of HIV test
result follow-up after hospital discharge have been
published, the experience in the outpatient setting
suggests a significant number of patients never re-
ceive their test results. The CDC estimates that 31%
of patients who tested positive for HIV did not
return to receive their test results.14 State-funded,
community-based programs also have highly vari-
able rates of return, with published reports of 25–
48% of patients never receiving their results.15–17

Fortunately, new and highly accurate rapid HIV
tests are now available in the United States, almost
eliminating the problem of loss to follow-up18 (see
Rapid HIV Antibody Tests, below).

Barriers to Implementing HIV Testing
There are numerous potential barriers to instituting
broad-based screening of hospitalized patients for
HIV in addition to the follow-up issues with stan-
dard HIV tests illustrated above. These include the
cost and cost effectiveness of the program; the lo-
gistics of test performance and counseling on the
ward; the risk of offending patients; and the culture
changes required of inpatient caregivers and hos-
pital administrators. Each of these is addressed
briefly.

Cost
Two cost effectiveness analyses examining routine
HIV testing have been published recently. The first,
by Sanders,20 assumed a 1% seroprevalence of un-
diagnosed HIV infection in accordance with CDC
recommendations5 and found a one-time testing
cost of $15 078 (2004 dollars) per quality-adjusted
life-year (QALY) including the benefit accrued to
sexual partners of the tested patient. This cost/
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QALY rose to nearly $40 000/QALY with a sero-
prevalence of only 0.1%. The second study, by Pal-
tiel,21 demonstrated that the cost/QALY of one-time
testing of patients with a 1% seroprevalence to be
$38 000.

A few points must be noted about these studies.
First, they are not based on inpatient testing spe-
cifically. Nonetheless, the Brady study, above,12 as
well as our own experience with routine inpatient
testing (unpublished data), suggests that the prev-
alence may be similar in many inpatient popula-
tions. Second, the cost/QALY is very consistent with
other routine screening efforts broadly accepted.22

Finally, although both analyses cited moderately to
significantly higher costs/QALY for recurrent (eg,
every 3–5 years) routine testing, the relevance of
this to routine inpatient testing is less clear.

Another study compared hospitalized patients
newly testing HIV positive with a rapid HIV test kit,
performed in an emergency department, with those
testing HIV positive with conventional HIV tests
performed on an inpatient unit.23 Though it was
not designed as a cost analysis, the length of stay of
the group that received the rapid test was 7 days
shorter than that of the group that received the
conventional test (6 vs. 13 days; P � .001), with type
of HIV testing used identified as an independent
effect on length of stay in multivariate regression
analysis.

Despite what these analyses reported, start-up
costs for HIV testing services can be substantial,
and, at present, insurance reimbursement for HIV
counseling does not exist. If physicians offer HIV
counseling, they may bill for their time as an ex-
tended service, when appropriate. Laboratory fees
can be billed, which may help to cover materials
and processing costs. Grants through the CDC or
the Department of Public Health may be available
to support programs that operationalize routine
HIV testing.

Logistics of Routine Testing on the Ward
An inpatient unit is a difficult place to do HIV
counseling. Issues of patient privacy are substan-
tial, especially in shared rooms or when family or
friends are present. Physicians and counselors must
be cognizant of these issues and be flexible in the
timing and structure of the counseling offered to
maximize patient comfort and minimize interrup-
tions. Educating inpatient staff about HIV counsel-
ing may help to avoid embarrassing situations and
interruptions.

In addition, the time required to do HIV testing
properly could significantly slow a busy physician’s
work flow if offered to every patient. Dedicated HIV
counseling and testing staff members can be of
great assistance in the process and can remove the
time barrier from the physician by performing the
tests themselves. Such staff members require train-
ing in HIV testing procedures if they are to perform
point-of-care tests at the bedside. This type of pro-
gram, coordinated with the leadership of the inpa-
tient service, is ideal for providing routine screening
of all admissions as recommended by the CDC.5 In
addition, considerations about minimizing or elim-
inating pretest counseling are ongoing, with coun-
seling only offered during the posttest phase.1,24

This plan would also reduce the impact of this
process on work flow.

An advantage of using an inpatient service as a
site for HIV testing is the ability to mobilize a hos-
pital’s resources should a patient be diagnosed as
HIV positive. Addressing the medical, psychologi-
cal, and psychosocial needs of newly diagnosed (or
previously diagnosed but medically disconnected)
patient requires using a multidisciplinary team ap-
proach, including inpatient caregivers, social work-
ers, case managers, mental health providers, and
HIV specialists.

Avoiding Offending Patients and Changing Hospital
Culture
An inpatient unit is an unusual place for routine
screening, which usually is relegated to the ambu-
latory setting. Moreover, with the stigma of HIV still
present, despite efforts to quell it,25 inpatient care-
givers and hospital administrators may be uncom-
fortable in approaching or having a trained coun-
selor approach all patients on an inpatient service
to discuss HIV counseling and testing.

No studies have been published on inpatient
attitudes toward routinely being offered HIV test-
ing. Our HIV testing service faced this question
when we wanted to expand our inpatient testing
from risk-factor-directed and physician-referral-
based testing to routine testing. To assess patient
responses, we asked 72 medical inpatients how they
would feel about an unsolicited offer to be tested
for HIV while they were inpatients. The results,
displayed in Figure 1, demonstrated that only 11%
of the patients had an unfavorable response. Of
note, the study did not permit further explanations
to be given to dispel the concerns of those whose
response was unfavorable. With this information,
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our administration permitted expanded testing to
commence.

From the experiences of our testing program,
with several thousand patients having been ap-
proached, we have found that patients are very rarely
offended or upset by being offered HIV testing.

Rapid HIV Antibody Tests in the United States
As noted, a substantial proportion of patients fail to
return to obtain results.15–17 As with other postho-

spitalization test follow-ups,26 significant complica-
tions may occur if follow-up of HIV test results is
inadequate. Rapid HIV antibody tests may offer
programs a way to ensure that the vast majority of
patients learn their test results.

There are currently 4 rapid HIV tests that have
been approved for use in the United States by the
Food and Drug Administration (FDA). Two of these,
the OraQuick ADVANCE Rapid HIV-1/2 Antibody
Test� (OraSure Technologies, Inc., Bethlehem,

FIGURE 1. Patient attitude survey.
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PA)27 and the Uni-Gold Recombigen HIV Test�
(Trinity Biotech, Bray, County Wicklow, Ireland),28

have received a waiver from the Clinical Laborato-
ries Improvement Amendment (CLIA), which
means they may be used outside a laboratory set-
ting.29 Such a waiver means these tests may be used
at the bedside of a patient in a point-of-care (POC)
fashion similar to that of blood sugar monitoring.

It must be noted, however, that extensive qual-
ity assurance and quality control are involved with
the use of these POC tests.30 Despite the CLIA
waiver, a relationship with the hospital laboratory is
required, as the test kits may only be used by an
“agent” of the laboratory. An agent is an individual
who the laboratory deems capable and qualified to
perform the test competently.

Two additional rapid HIV tests are FDA ap-
proved but not CLIA waived. These tests, the Reveal
G2 Rapid HIV-1 Antibody Test� (MedMira, Bayers
Lake Park, Halifax, Nova Scotia)31 and the Multispot
HIV-1/HIV-2 Rapid Test� (Bio-Rad Laboratories,
Redmond, Washington),32 must be performed in a
laboratory (see Table 1).

All 4 tests have sensitivities and specificities
similar to those of commercially available standard
HIV enzyme immunosorbent assays (EIA) for HIV.
As the tests are extremely sensitive, no confirmatory
testing is required for nonreactive rapid test results.
These tests should be considered negative. False
negatives may occur if the patient has had a recent
HIV exposure. Thus, as with standard EIA tests, it is
important to recommend retesting in 6 weeks for all

patients who test HIV negative but who have had a
high-risk exposure in the last 3 months. Also, very
rarely, patients receiving antiretroviral therapy who
have successfully suppressed their viral replication
below detectable limits for long periods may also
have false-negative results. Therefore, with all pa-
tients, it is important to reinforce the idea that it is
not appropriate to retest for HIV if a patient already
knows he or she is HIV positive.

All reactive rapid HIV tests require confirma-
tion. This process is most commonly done with a
Western Blot assay and must be completed before a
patient is told that he or she has confirmed HIV
infection. Although uncommon, false-positive
rapid tests do occur, reinforcing the need for con-
firmatory testing before a formal diagnosis of HIV
infection can be made. Currently, no FDA-ap-
proved rapid confirmatory HIV test is available, so
standard laboratory delays may be unavoidable for
these patients. It is therefore critical that hospitals
providing rapid HIV testing have access to medical
and social support systems that may be rapidly
mobilized for patients with reactive and confirmed
positive tests.

Hospitalists at the Helm of Routine Inpatient HIV Testing
Putting a hospitalist in charge of implementing in-
patient HIV testing has several advantages. First, as
experts in the hospital systems in which they work,
hospitalists are prime candidates to organize a mul-
tidisciplinary team involving those from nursing,
laboratory medicine, mental health, and social

TABLE 1
United States Food and Drug Administration-Approved Rapid HIV Antibody Tests Performance for HIV-1 Detection*

Rapid HIV Test† Specimen Type
Sensitivity
(95% CI)

Specificity
(95% CI) CLIA Category Cost

OraQuick Advance Rapid
HIV–1/2 Antibody Test Oral fluid 99.3% (98.4–99.7) 99.8% (99.6–99.9) Waived $17.50

Whole blood (finger stick or venipuncture) 99.6% (98.5–99.9) 100% (99.7–100) Waived
Plasma 99.6% (98.9–99.8) 99.9% (99.6–99.9) Moderate complexity

Reveal G-2 Rapid HIV-1
Antibody Test Serum 99.8% (99.5–100) 99.1% (98.8–99.4) Moderate complexity $14.50

Plasma 99.8% (99.5–100) 98.6% (98.4–98.8) Moderate complexity
Uni-Gold Recombigen

HIV Test Whole blood (finger stick or venipuncture) 100% (99.5–100) 99.7% (99.0–100) Waived $15.75
Serum and plasma 100% (99.5–100) 99.8% (99.3–100) Moderate complexity

Multispot HIV-1/HIV-2
Rapid Test Serum 100% (99.94–100) 99.93% (99.79–100) Moderate complexity $25.00

Plasma 100% (99.94–100) 99.91% (99.77–100) Moderate complexity

*Modified from Health Research and Education Trust (HRET). Available at http://www.hret.org/hret/programs/hivtransmrpd.html. Accessed May 3, 2005.
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work, as well as HIV specialists. If dedicated HIV
counselors are available to participate, they, too,
should be included. A hospitalist with an interest in
HIV makes an ideal director of such a multidisci-
plinary program.

Second, hospitalists are on the front line of
clinical care and see patients during the earliest
hours of their clinical evaluation. By making HIV
testing a routine part of all admissions, the hospi-
talist may act as a role model in the process and will
also be able to explain to patients that they are not
being singled out, as all patients are encouraged to
undergo testing.

Finally, with the demonstrated added value of
hospitalist programs33 and the recent literature
demonstrating the cost effectiveness of routine HIV
testing,20,21 hospitalists are well suited to demon-
strate leadership in the acquisition of the resources
required to make routine inpatient HIV testing pos-
sible.

Future Directions
To make routine testing a broadly accepted reality,
several developments must begin to take place.
These include: increasing education about HIV dis-
ease as a chronic disease rather than a rapidly ter-
minal illness;34 reducing the stigma of HIV disease
(a stigma that has impaired testing rates),25 which
should include discussions of eliminating the need
for separate HIV test consent forms, not required
for testing for other sexually transmitted diseases
(eg, syphilis) or life-threatening diseases (eg, hepa-
titis C);1 examining the experience and impact of
the universal HIV testing recommendations for
pregnant women;35,36 reducing1,24 or entirely elim-
inating37 the requirements for extensive pretest
counseling—which may be a low-yield38 time bar-
rier—with a greater focus on case-specific post-test
risk reduction;1 and broadening the realization that
targeted testing based on traditional HIV risk fac-
tors fails to identify a significant number of HIV
cases.10,39

CONCLUSIONS
Though it has been more than a decade since the
original CDC recommendations on inpatient HIV
testing were released,5 it remains quite clear that
routine inpatient HIV testing can and should be a
reality in many hospitals in the United States. As
the literature12 and our institution’s experience
suggest, those in an inpatient service may be a
population with a higher prevalence of HIV disease,

and as such, an inpatient service should be a venue
where routine HIV testing is offered. The U.S. Pre-
ventive Services Taskforce’s conclusion that “the
benefit of screening adolescents and adults without
risk factors for HIV is too small relative to potential
harms to justify a general recommendation”6 may
not apply to the inpatient services where HIV dis-
ease may be more common than in the general
population. However, because of time constraints,
busy clinicians may require the assistance of an HIV
counseling and testing service to make this kind of
program a reality.

Clearly, using targeted testing strategies based
on traditional HIV risk factors fails to identify a
significant proportion of undiagnosed HIV cases.7,8

New, FDA-approved rapid HIV antibody tests can
help to reduce the issue of loss to follow-up as a
barrier to having successful testing programs, and
the cost effectiveness of such HIV testing programs
has been suggested in recent literature. Although
studies are needed to elucidate the differences be-
tween routinely tested inpatients and those tested
in more traditional ambulatory sites, hospitalists
have the opportunity to take the lead in dramati-
cally increasing testing and in substantially de-
creasing the number of patients unaware of their
HIV status.
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Introduction 
Despite ongoing prevention and education efforts, an estimated 
40,000 new HIV infections have occurred annually in the 
United Statessince the early 1990s. Of the estimated 1,039,000 
to 1,185,000 persons living with HIV, approximately 252,000 
to 312,000 (25%) persons are unaware they are infected [1]. 
Available evidence suggests that many new infections are 
caused by persons unaware of their HIVinfection [2,3]. 

HIV Testing 
Many persons with HIV do not get tested until late in their 
infection. Approximately 40% to 50% of patients with HIV 
infection are diagnosed with AIDSwithin 1 year of first testing 
HIV-positive [2,4-6]. 

Many persons who are tested do not return to learn their 
test results. The National Health Interview Survey found 
that 12.5% of persons tested in 1994 and 13.3% in 1995 did 

not receive their results [7], and the Centers for Disease 
Control and Prevention (CDC) estimates that in 2000, 31% 
of patients who tested HIV-positive at public-sector testing 
sites did not return to receive their results [8]. 

To reduce barriers to early diagnosis of HIV infection 
and increase access to treatment and prevention services, the 
CDC announced a new initiative, "Advancing HIV Preven
tion: New Strategies for a Changing Epidemic" (AHP) [8]. 
This multifaceted program stresses the importance of rou
tinely offering HIV testing as part of the medical visit and 
expands on the 1993 recommendations for testing inpatients 
and outpatients in acute-care hospital settings [9]. Addition
ally, AHP stresses the importance of using rapid HIV tests to 
facilitate access to early diagnosis in high prevalence areas, 
for high-risk individuals, and for women during labor and 
delivery who have not previously been tested and in nontra
ditional testing settings. 

Rapid HIV tests can play an important role in HIV 
prevention activities and expand access to testing in both 
clinical and nonclinical settings. They can help overcome 
some of the barriers to early diagnosis and improve linkage 
to care of infected persons. This paper will review the operat
ing and performance characteristics, quality assurance (QA) 
and laboratory requirements for currently available rapid 
HIV tests, and counseling implications. 

The Tests 
Four rapid HIV tests have been approved by the US Food 
and Drug Administration (FDA): OraQuick" (and its newer 
version OraQuick' Advance) Rapid HIV-1/2 Antibody Test 
(OraSure Technologies, lnc., Bethlehem, PAl; Reveal" (and 
its newer version Reveal" G2) Rapid HIV-1 Antibody Test 
(MedMira, Halifax, Nova Scotia); Uni-Gold Recombigen" 
HIV Test (Trinity BioTech, Bray, Ireland); and Multispot 
HIV-I/HIV-2 Rapid Test (Bio-Rad Laboratories, Redmond, 
WA). Like conventional HIVenzyme immunoassays (EIAs), 
rapid HIV tests are screening tests that require confirmation 
if reactive. Though each of these rapid HIV tests has unique 
characteristics, they share many common features, including 
how the tests work. the use of external controls, and other 
requirements such as the product information sheets that are 
provided to patients. 
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Table I. US Food and Drug Administration-approved rapid HIV antibody tests for 
HIV·I detection 

All four tests are interpreted visually and require no 
instrumentation. HIV antigens are affixed to the test 
strip or membrane. If HIV antibodies are present in the 
specimen being tested, they bind to the affixed antigen. 
The test kit's colorimetric reagent binds to these immuno
globulins creating an indicator that is visually detectable. 

External controls 
All four rapid HIVtests require the periodic use ofexternal 
controls (known HIV-positive and -negative specimens). 
External controls must be run 1) by each new operator 
prior to performing the test on patients, 2) when a new 
lot of test kits is used, 3) upon receipt of a new shipment 
of test kits, 4) when the temperature of the storage or test
ing area falls outside the recommended range, and 5) at 
periodic intervals determined by the testing facility, usu
ally based on their volume of testing. 

Subject information sheets 
The FDA requires that persons who undergo rapid testing 
receive a subject information sheet. This sheet, provided 
by each manufacturer with its rapid HIV test kits, includes 
basic information about HIV/AJDS, HIV testing, how the 
test works, what the tests results mean, and specifies that 
reactive rapid test results need to be confirmed. 

The Clinical Laboratory Improvement 
Amendments of 1988 
All laboratory testing is regulated under the Clinical Labo
ratory Improvement Amendments of 1988 (CLlA), which 
classifies tests according to their complexity. To receive a 

CLiA waiver, tests must use direct, unprocessed specimens 
(such as whole blood or oral fluid) and be easy to perform 
with a negligible chance of error. Waived tests can be per
formed by persons without formal laboratory training 
outside traditional laboratories. Waived tests, suitable for use 
at the point-of-care, make it easier for nonclinical testing sites 
to offer rapid HIV tests. In order to purchase CLiA-waived 
rapid HIV tests, a facility must register as a laboratory with 
the CLIAprogram and adhere to the manufacturer's instruc
tions for performing the tests. 

OraQuick" and l lni-Cold are CLIA-waived; Reveal" 
and Multispot are categorized as moderate complexity 
(Table 1). Laboratories that perform moderate complexity 
testing must meet more stringent standards for personnel, 
supervision, quality assurance, and proficiency testing 
than laboratories that perform waived testing. 

OraQuick" Advance Rapid HIV-1/2 
Antibody Test 
On November 7, 2002, the FDA approved the OraQuick" 
Rapid HIV-1 Antibody Test for use on fingerstick blood 
samples. It received its CLiA waiver in January 2003. 
Subsequently, Ore Quick" received approval for use 
with venipuncture whole blood and plasma (though 
OraQuick" used with plasma is classified as moderate 
complexity under CLlA). In 2004, OraQuick' Advance 
received FDA approval for use with oral fluid and for 
detection of both HIV-1 and HIV-2. 

The OraQuick" test device is shown in Figure 1. The 
paddle-shaped device contains a nitrocellulose strip, 
upon which a stripe of synthetic gp41 peptides represent
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Non-ReactiveReactive 

Figure 1. OraQuick" Advance Rapid HIV Antibody test. 

ing the HIV-I envelope and the gp36 region of the HIV-2 
envelope have been applied in the NT" (test) location, 
and a stripe of goat antihuman IgG in the 'C" (control) 
location. The specimen of blood or plasma is added 
directly to the developer vial. For oral fluid testing, the 
oral fluid sample is collected by swabbing the gums with 
the paddle-shaped device. The test device is then added 
to the developer vial. If HIV antibodies are present in the 
specimen, they bind to the peptides causing a red line to 
appear in the test location. As the solution migrates fur
ther, it encounters the antihuman IgG control, and if an 
adequate specimen was added, a red line appears in the 
control location. 

The test result should be read no sooner than 20 min
utes and no later than 40 minutes after the test device is 
inserted into the developer vial. A red line at both the 
test and control location indicates a valid reactive test 
result; a red line only in the control location indicates a 
valid negative test result. The test is invalid and should be 
repeated with a new device if no line appears at the con
trollocation or if lines appear outside the areas indicated 
by the triangles [10). 

Designed as a point-of-care HIV test, OraQuick" has 
been used in numerous settings including labor and 
delivery [1le]. ambulatory clinical sites 112]. emergency 
departments [13,14). hospital inpatient services (15) 
(Greenwald JL, unpublished data), correctional facilities 
[16), and for occupational exposures [17-19]. Addition
ally, Ora Quick" has also been used by the military in 
battlefield operations [20]. 

Reveal" G2 Rapid HIV-l Antibody Test 
On April 17, 2003, the FDA approved the Reveal" Rapid 
HIV-I Antibody Test to detect HIV antibodies in serum 
or plasma. In June 2004, it was superseded by the second 
generation Reveal" G2 test, which incorporates an inter
nal control 1211. Reveal" (;2 consists of a test cartridge 

Non-Reactive 

Reactive 

Figure 2. Reveal" G2 Rapid HIV-l Antibody test. 

and a proprietary colorimetric detection agent. Positive 
and negative external controls, which must also be recon
stituted, are supplied with the kit. 

Reveal- is considered reactive if both the red control 
line and central red test dot appear, negative if only the 
control line appears, and invalid if the control line does 
not appear (Fig. 2). The Reveal" G2 only takes 3 minutes 
to run [221. However because it requires serum or plasma 
from centrifuged blood samples and several reagent steps, 
it is classified as a moderate complexity test under CLiA 
and is usually performed in a clinical laboratory. 

Uni-Cold Recombigen" HIV Test 
The Uni-Gold Recornbigen" HIV Test received FDA 
approval in December 2003 for testing whole blood, 
serum, and plasma for antibodies to HIV-1. It was waived 
under CLiA in 2004 for use with venipuncture and fin
gerstick whole blood specimens [23). The device consists 
of a rectangular plastic test cartridge and a dropper bottle 
of buffer solution (Fig. 3). Peptides from the irnmuno
dominant region of the HIV-I envelope are immobilized 
on a nitrocellulose strip in the test region. Reagents are 
also bound at the control region to indicate whether the 
test is functioning correctly, but these do not detect IgG 
and thus appearance of the control line does not validate 
that adequate patient specimen has been added. One 
drop of specimen is added to the specimen well on the 
test cartridge followed by four drops of wash buffer. The 
specimen combines with the colorimetric reagent and 
migrates along the nitrocellulose strip past the test and 
control regions. The test is read 10 to 12 minutes after 
specimen is added. A line in both the test and control 
regions indicates a reactive test; a line in only the control 
region indicates a negative test. When used with whole 
blood, the test is valid only jf the control line is present 
and the sample well is red, indicating that an adequate 
blood sample has been added [24]. 
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Figure 3. Uni-Gold Recombigen" HIV test. 

Multispot HIV-l/HIV-2 Rapid Test 
The Multispot HIV-1/HIV-2 Rapid Test received FDA 
approval in November, 2004 [25). Multispot is classified 
as a moderate complexity under CLlA, approved for use 
on fresh or frozen serum and plasma to both detect and 
distinguish HIV-1 from HIV-2. 

Multispot consists of a test cartridge and five reagents: 
specimen diluent, wash solution, conjugate, development 
reagent, and stop solution. The cartridge contains a mem
brane on which microparticles have been immobilized in 
four spots. Two of the spots consist of recombinant and 
synthetic gp41 peptides to detect HIV-1 antibodi~s; o.ne 
consists of synthetic gp36 peptides to detect antibodies 
to HIV-2; and the fourth spot consists of goat antihuman 
IgG as the internal control. 

The test is considered positive for HIV-1 if the control 
spot and either or both of the HIV-1 spots turn purple, 
and positive for HlV-2 if the control and HIV-2 spots 
appear (Fig. 4). lfpurple appears in the control spot, t~e 

HIV-2 spot, and one or both of the HIV-1 spots, the test IS 

considered HIV reactive (undifferentiated). In this case, 
the specimen may be tested by additional methods whic.h 
allow differentiation between HIV-1 and HIV-2. The test IS 

negative when only the control spot appears. The absence 
of the control spot indicates an invalid result, regardless 
of any other spot pattern. 

Rapid HIV Antibody Test Performance and 
Interpretation ofTest Results . 
Like conventional EIAs, rapid HIV tests are screerung 
tests. If performed correctly, they detect HIV antibod
ies with sensitivities similar to currently available EIAs 
[10,22,24-29) (Table 1). A negative rapid HIV test result 
requires no further confirmatory testing. False nega
tive results, though rare, may occur in a person who has 
been acutely infected but who has not yet developed HIV 
antibodies. Therefore, any patient testing negative who 

has had known or suspected exposure to HIV within 3 
months should be instructed to retest 3 months after the 
exposure date (30). Additionally, false-negative rapid HIV 
test results have been observed in some patients receiv
ing highly active antiretroviral therapy with undetectable 
virus in whom levels of HIV antibody have waned below 
the level of detection by the rapid HIV test [31). 

A reactive result from any of the four rapid HIV 
tests is interpreted as a 'preliminary positive" and 
requires confirmation by a more specific assay, typically 
a Western Blot (WB) or immunofluorescent assay (IFA) 
[10,22,24,25]. Performing a standard EIA screening prior 
to confirmatory testing is not required. However, if an 
EIA is performed, the specimen must still proceed to WB 
or IFA testing regardless of the EIA result. A positive WB 
or IFAconfirms the diagnosis of HIV infection. If the con
firmatory test yields negative or indeterminate results, 
follow-up HIV testing should be performed on a blood 
specimen collected 4 weeks after the initial reactive rapid 
HIV test result [32-) as some patients newly infected with 
HIV may not have developed antibody levels sufficient to 
produce a positive WB or IFA[33]. 

Table 1 presents the test performances of US FDA
approved rapid HIV tests. It is important to note that 
because the test specificities are less than 100%, false 
positive rapid test results are an expected but rare event. 
When testing low seroprevalence areas, a higher propor
tion of reactive tests will be false positives because there 
are few true positives in low-prevalence populations. The 
causes of falsely positive rapid HIV tests (ie, a reactive 
rapid HIV test with a negative or indeterminate confir
matory test) are poorly understood. Certain medical 
conditions may be associated with a slightly increased 
risk for false-positive Ora Quick" rapid HIV tests (eg, hep
atitis A and Bviruses, Epstein-Barr virus, multiparity, and 
the serologic presence of rheumatoid factor) [10). 

Quality Assurance for Cl.Ls-waived Rapid 
HIV Antibody Tests 
Although CLiA-waived rapid HIV test devices are easy 
to use and can provide reliable results when the manu
facturer's directions are followed, mistakes can occur at 
any point in the testing process, including storage and 
testing area temperature, test kit shelf-life, specimen 
collection, test performance and results interpretation, 
referring specimens for confirmatory testing, managing 
confirmatory test results, etc. To reduce mistakes and 
to ensure that the FDA restrictions for sale of the test 
are followed, a site that performs rapid HIV tests must 
have a QA program in place before offering these tests. 
In January 2003. the CDC convened a panel of experts 
including laboratory scientists and individuals from 
the FDA and the Centers for Medicare and Medicaid 
Services to develop guidelines that outline the basic 
parts of a rapid HIV test QA program [32-). The Qualicy 
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Assurance Guidelines for Testing Using the OraQuickoRapid 
HIV-l Antibody Test are intended to assist a range of pro
viders in developing policies, processes and procedures 
to ensure high quality HIV testing services. These guide
lines include 1) the basics of a QA program for testing 
using Ora'Quick", 2) an overview of government rules that 
apply to using this test, and 3) examples of forms/check
lists that can be used to keep track of QA outcomes. 

Counseling with Rapid HIV Antibody Tests 
Counseling for patients choosing rapid HIV testing involves 
some differences compared with conventional testing, 
including assessing preparedness for clients to receive test 
results in the same session and explaining the meaning of 
preliminary positive results. Information can be provided 
either face-to-face or in a pamphlet, brochure, or video [34]. 

Patients with reactive rapid test results must be coun
seled in simple terms about the meaning of a reactive test. 
The provider must emphasize the need for a confirma
tory test and schedule a return visit for results. Providers 
offering rapid HIV testing should be able to collect blood 
or oral fluid specimens on-site for confirmatory testing. 
All patients with reactive tests should be counseled on 
risk-reduction behaviors while awaiting the results of 
confirmatory testing. A simple message to convey this 
information could be "Your preliminary test result is pos
itive, but we won't know for sure if you are infected with 
HIV until we get the results from your confirmatory test. 
In the meantime, you should take precautions to avoid 
transmitting the virus" [34]. The New York State Depart
ment of Health AIDS Institute has also created guidelines 
for how to discuss reactive results stratifying the language 
based on the patient's level of risk for HIV infection. For 
clients at high risk, the guidelines suggest saying "Based 
on your risk factors, it is highly likely that the preliminary 
test result is correct and that you have HIV" (emphasis 
added). For those at low risk, the phrase "quite likely" is 
recommended, and for those with no admitted risk fac
tors, they advise informing them "There is a chance that 
this result could be a false positive" [35J. 

Physicians and counseling staff may be apprehensive 
about rapid testing specifically with regards to the ability 
to handle preliminary positive test results at any time. Data 
from RESPECT-2, a large, randomized, controlled trial that 
compared different forms of HIV testing and risk-reduc
tion counseling in clients at sexually transmitted disease 
(STD) clinics in the United States, found that after gaining 
experience in the field, the majority of counselors preferred 
rapid testing, felt that rapid HIV testing sessions resulted 
in enhanced counseling, and felt that it was more conve
nient for both clients and counseling staff [36]. Although 
some have expressed concern about how counselors and 
clients will deal with discussing and understanding reac
tive results [37]. others have noted that providers have 
extensive experience managing preliminary positive test 
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Figure 4. Multispot HIV-l/HIV-2 Rapid test. 

results (eg, abnormal mammograms that require biopsies 
and abnormal pap smears that require colposcopy) [38] 
and studies of rapid testing have demonstrated good client 
understanding of results [39). 

Providing HIV counseling and testing may be chal
lenging in some health care settings. Because the average 
primary care office visit in the United States is less than 
18 minutes long [40], even the "brief" counseling protocol 
of RESPECT-2could take up an entire office visit. In these 
situations, alternative procedures for HIV counseling 
with rapid testing should be considered, eg, providing 
information either in a face-to-face meeting with a coun
selor or in a pamphlet, brochure, or video [34]. 

Outcomes of Rapid HIV Testing-Receipt of 
Test Results 
Compared with the standard two-session counseling 
and testing protocol, single-session, rapid HIV testing 
has the potential advantages of decreasing costs and 
increasing the number of patients who receive their results 
[41]. In anonymous testing and STD clinics in Dallas, 
the use of rapid testing with the Single Use Diagnostic 
System (SUDS) HIV-l test (Murex, Norcross, GA) was 
associated with an increase in the number of patients 
learning their serostatus, lower costs, and improved 
patient satisfaction [39]. A randomized, controlled trial 
at a needle exchange and two bathhouses compared 
SUDS HIV-l testing to other conventional HIV testing. 
This study found that more clients received their test 
results after rapid testing than with traditional test
ing: at the needle exchange, 66 (83%) of 80 versus 27 
(56%) of 48 (odds ratio lOR) ~ 3.7; P ~ 0.002). and at 
the bathhouses, 102 (99%) of 103 versus 82 (74%) of 
111 (OR ~ 36.1; P < 0.001) [38]. 

Patients failing to return for their confirmatory HIV test 
results remain a challenge [42]. Patients who do not return 
for confirmatory test results may choose to seek care at other 
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locations, already know their status, or seek retesting 
elsewhere. However, with rapid HIV testing, patients 
with reactive test results leave the initial testing visit with 
information that there is a high likelihood that they are 
seropositive compared with receiving no test result infor
mation at the end of a visit where a conventional HIV 
test specimen was collected. Because rapid HIV testing 
is likely to increase in the coming years, validation of an 
algorithm using a combination of point-of-care rapid HIV 
tests would enhance opportunities for individuals to get 
a confirmed HIV status. 

Patient Satisfaction 
Overwhelmingly, both patients and providers pre
fer rapid HIV tests to conventional EIAs [36.43-45]. 
Ninety percent (1038/1148) of persons seeking HIV 
testing at 24 clinical and nonclinical settings that 
offered the OraQuick" HIV test and an oral or serum 
EIA in New York, Utah, and Wisconsin preferred the 
rapid test; 13% of the clients in New York and Utah 
said they would not have tested that day if the rapid 
test had not been available [43]. 

Financial Considerations 
The price for the FDA-approved rapid HIV test kits, as 
of July 2005, range from $14 to $25. Costs for multi 
dose external control vials range from $20 to $26.25 
[29]. According to the Centers for Medicare and Med
icaid Services 2005 Clinical Laboratory Fee Schedule, 
average reimbursement for a CLIA-waived rapid HIV-1 
antibody test (Current Procedural Terminology [CPT] 
code 86701QW) is $12.41/test and for a CLIA-waived 
rapid HIV-1/2 antibody test (CPT code 86703QW) is 
$19.17 [46-481. Providers offering point-of-care, rapid 
HIV testing may be challenged by reimbursement not 
keeping pace with the list prices of the tests. In addi
tion, comparable with counseling for other health 
issues, HIV counseling by a nonphysician is not reim
bursable. Physicians performing HIV counseling may 
attempt to collect reimbursement for it by billing for 
prolonged services. 

Conclusions 
Rapid testing overcomes major barriers to individuals 
with HIV infection knowing their status: 1) HIV test
ing opportunities can be expanded to both medical 
and nonmedical settings and 2) rapid testing facilitates 
patients receiving their test results the same day, usually 
at the encounter where the test specimen was collected. 
Providing greater access to testing, prevention, and 
care services for persons living with HIV can reduce 
the number of new infections and lead to reductions in 
HIV-associated morbidity and mortality [49,50]. 
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Evaluation of the Centers for Disease Control and Prevention’s
Recommendations Regarding Routine Testing for

Human Immunodeficiency Virus by an Inpatient Service:
Who Are We Missing?
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OBJECTIVE: To assess the proportion of hospitalized patients who
tested positive for human immunodeficiency virus (HIV) by a
routine inpatient testing service, as recommended by the Centers
for Disease Control and Prevention, who might not have been
identified had routine testing not been offered.

PATIENTS AND METHODS: In this retrospective cohort study, the
medical records of patients who tested HIV positive by the inpa-
tient testing service between 1999 and 2003 were compared with
the medical records of inpatients who tested HIV negative by the
inpatient testing service and the medical records of patients who
tested HIV positive in ambulatory settings. We compared HIV risk
factors, discharge diagnoses, CD4 cell counts, and HIV RNA
concentrations.

RESULTS: A total of 243 patients participated in this study: 81
patients who tested HIV positive and 81 who tested HIV negative
by the inpatient testing service, and 81 patients who tested HIV
positive in ambulatory settings. Both HIV-positive inpatients and
HIV-positive outpatients had similar frequencies of HIV risk factors
(46% vs 43%; P=.75). Both groups differed significantly from HIV-
negative inpatients (4%; P<.001). Comparing HIV-positive inpa-
tients with HIV-positive outpatients, CD4 cell counts were lower
(196 vs 371 cells/mm3; P<.001), and HIV RNA levels were higher
(4.61 vs 4.09 log10 HIV RNA; P=.001). At diagnosis, 64 HIV-positive
inpatients (79%) met criteria for acquired immunodeficiency syn-
drome compared with 21 HIV-positive outpatients (26%) (P<.001).

CONCLUSION: Patients who tested HIV positive through inpatient
testing have more advanced disease than those identified as
outpatients. Half of these patients would not have been identified
had testing not been routinely offered. Routine inpatient HIV
testing offers an important opportunity to identify patients with
HIV infection.
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I n 1993, the Centers for Disease Control and Prevention
(CDC) published guidelines that advocated human im-

munodeficiency virus (HIV) counseling and testing in
acute care hospitals with high seroprevalences of HIV (at
least 1%) or high rates of acquired immunodeficiency syn-
drome (AIDS) diagnoses (at least 1 per 1000 discharges).1

The initial recommendations and updated guidelines pub-
lished in 20012 called for these hospitals to offer routine
HIV counseling and testing to all inpatients. Since the CDC
recommendations were published, only a limited number

of studies have evaluated the efficacy of offering routine
inpatient testing.3-5 Little is known about the characteris-
tics, risk factors, and stage of HIV disease of the inpatients
identified by routine HIV testing programs or about the
numbers of additional patients with undiagnosed HIV such
a program would identify.

In 1999, Boston Medical Center, an urban, academic
hospital in Boston, Mass, began offering confidential HIV
counseling and testing to inpatients on
the medical service on a referral basis.
In 2001, the testing service expanded to
screen all adult patients in the medical
service. The purpose of this study is to
report the experience of the HIV Inpatient Testing Service
(HITS), examining its impact on identifying HIV-infected
inpatients who might not otherwise have been detected had
testing not been offered routinely and clarifying their im-
munologic, virologic, and risk factor profiles.

PATIENTS AND METHODS

The study group was composed of patients who tested HIV
positive through HITS between November 1999 and Au-
gust 2003. The only patients excluded were those for whom
hospital medical records were unavailable. Before April
2001, all testing through the program was done on a physi-
cian referral basis. After April 2001, patients without refer-
ral were approached directly by counseling and testing staff
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in an attempt to see as many newly admitted patients as
time permitted. Patients who were HIV positive were re-
ferred to the HIV intake clinic at Boston Medical Center,
although some patients received primary care elsewhere
and chose to have follow-up visits at other institutions.

The first comparison group was composed of patients
diagnosed as being HIV positive in an outpatient setting.
This group was called the outpatient positive (OP positive)
group and included patients whose conditions were diag-
nosed in Boston Medical Center clinics, community health
centers, local correctional facilities, and surrounding medi-
cal facilities and who were referred to Boston Medical Cen-
ter for HIV care. The OP positive medical records were
identified by reviewing Boston Medical Center’s HIV intake
clinic schedule from the same day as the corresponding visit
made by a patient who tested HIV positive through HITS
(HITS positive group). The OP positive patient selected was
the next patient on the schedule who had an HIV diagnosis
made in an outpatient setting. If no OP positive patient was
available on the same date, the next intake clinic schedule
was reviewed for appropriate candidates. If a HITS-positive
patient did not present for initial HIV care at our institution,
an outpatient match was selected from HIV clinic records for
the date of testing rather than the date of care.

The second comparison group included patients who
tested HIV negative through HITS (HITS negative group).
Using the HITS testing log, for every HITS positive sub-
ject, the medical record of the next HIV-seronegative inpa-
tient was selected for the same testing date.

STUDY DESIGN

After obtaining approval from the Boston Medical Center
Institutional Review Board, records were selected and infor-
mation was extracted from HITS records, the HIV intake
clinic records, and the hospital’s record system regarding
inpatient and outpatient visits. The outpatient visits of inter-
est included the first 3 HIV-related visits after HIV diagno-
sis. For HITS positive subjects who did not present to Boston
Medical Center for initial HIV outpatient care, no outpatient
follow-up information was available. We recorded age, sex,
race, educational level, HIV risk factors, date of initiation of
outpatient HIV care, inpatient diagnoses (for HITS positive
and HITS negative groups), initial CD4 cell count, HIV
RNA (viral load), and presence of AIDS at time of diagnosis.
When CD4 and viral load were recorded twice, representing
additional testing, the mean of the 2 values was used in
analyses. When only 1 was present, it was used by itself.
Inpatient diagnoses were taken from discharge summaries.
The abstractors (C.A.R., S.B.), both physicians, were in-
structed to select up to 3 diagnoses that were the most active
during the hospitalization. If HIV or AIDS was among the
diagnoses on the discharge summary, then it was included.

To evaluate risk factors that were self-reported by the
patients, we used the 2002 HIV/AIDS Surveillance Report
to define high-risk categories for HIV infection.6 We also
examined the outpatient literature concerning identifiable
clinical conditions that should prompt consideration of HIV
testing. These conditions include oral candidal infection,
pneumonia, unexplained fever, herpes zoster, seborrheic
dermatitis, night sweats, unexplained weight loss, and
lymphadenopathy.7-9 We extrapolated these diagnoses to the
inpatient setting, adding several diagnoses that we thought
were generally recognized by physicians as inpatient
prompts for HIV testing (eg, complications of injection
drug use, sexually transmitted diseases, complicated bacte-
rial infections, nephrotic syndrome). We then applied this
list of diagnoses to the discharge diagnoses of the HITS
positive patients and noted whether the diagnoses were
related, possibly related, or unrelated to HIV disease. Re-
lated diagnoses included those that were AIDS defining
and those that were likely to have been caused by HIV/
AIDS. Possibly related diagnoses were those that might
prompt a physician to consider HIV testing. Unrelated
diagnoses were those that were not thought to be causally
linked to HIV infection (Table 1 and Figure 1).

STATISTICAL ANALYSES

A sample size of 80 per group was chosen as our enroll-
ment goal to attain 80% power to detect a 100 cell differ-
ence in CD4 cell count between HIV-positive and OP
positive groups. We used an estimate for a common SD of
221.7 from pilot data.

We examined bivariate associations within groups using
analysis of variance tests for numerical variables and χ2

tests of independence for categorical variables. When ex-
amining 2 samples, independent sample t tests were used,
with equal variance t tests when the assumption was veri-
fied. Base 10 logarithmic transformations of CD4 cell
count and HIV RNA were considered because of the
nonnormality of the data. Ultimately, the nontransformed
CD4 cell counts and the log

10
 HIV RNA values were used.

Sensitivity comparisons using the nontransformed HIV
RNA levels did not differ substantially from the trans-
formed values. Multivariate linear regressions were used to
control for covariates when quantifying the differences
between groups. For applicable analyses, a significance
level of .05 was used, and all tests were 2-sided. All statis-
tical analyses were performed with SAS statistical soft-
ware, version 8.2 (SAS Institute Inc, Cary, NC).

RESULTS

A total of 243 patients participated in this study. During the
study period, HITS identified 89 patients as HIV positive.
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Eighty-one (91%) of these 89 had medical records acces-
sible to the study staff. These 81 medical records were
included in the study as the HITS positive group. These
patients were compared with 81 OP positive patients and
81 HITS negative patients.

The demographics of the 243 study participants are
presented in Table 2. No significant sex differences were
apparent among the 3 groups (P=.61), but the mean age of
the HITS positive group was 4.7 years higher than the OP
positive group (P=.004). Differences were also apparent in
racial categories and levels of education. Specifically, the
HITS positive group was more likely to be Latino and less
likely to be African than the OP positive group. Compared
with the HITS negative group, the HITS positive group was
more likely to be Haitian and less likely to have had a high
school education.

Compared with the risk profiles of the OP positive
patients, the HITS positive patients were more likely to be
injection drug users (35% vs 6%; P<.001) but less likely to
have reported sex with HIV-positive partners (9% vs 25%;
P=.006). Despite their overall greater morbidity (ie, requir-
ing hospitalization), the HITS positive group had a similar
percentage of overall high-risk individuals as the OP posi-
tive group (46% vs 43%; P=.75). High-risk behaviors were
more prevalent in the HITS positive and OP positive pa-
tients than in the HITS negative patients (overall P<.001).

The HITS positive and OP positive groups differed in
CD4 cell count and HIV RNA. The HITS positive group
had a lower mean CD4 cell count (196 vs 371 cells/mm3)
and a higher mean HIV RNA load (122,806 vs 50,302
copies/mL; 4.61 vs 4.09 log

10
 HIV RNA) than the OP

TABLE 1. Discharge Diagnoses of Patients Who Tested HIV Positive
by the HIV Inpatient Testing Service*

           HIV related          Possibly HIV related            Unrelated to HIV

Cerebral toxoplasmosis Aseptic meningitis Anaphylaxis
CMV colitis Bacteremia Breast cancer
CMV esophagitis Disseminated lymphadenopathy Celiac sprue
Cryptococcal meningitis ESRD Cellulitis
Esophageal candidiasis Fever of unknown origin Chest pain
Extrapulmonary TB Nephrotic syndrome CHF
HIV Neurosyphilis Chronic pancreatitis
HIV encephalopathy Opiate withdrawal Coagulation disorder
PCP Paraspinal abscess Crohn disease
Pott disease Pelvic inflammatory disease Dehydration
Pulmonary TB Peripheral neuropathy Diarrhea
Thrush Pneumonia Gastroenteritis

Psoas abscess Hepatic encephalopathy
Pulmonary hypertension Hypertension
Septic arthritis Idiopathic pulmonary fibrosis
Thrombocytopenia Malaria

Medication toxicity
Non-Hodgkin lymphoma
Pyelonephritis
Reactive arthritis
Septic thrombophlebitis
Soft tissue infection
Stroke
Suicide attempt
Viral syndrome

*CHF = congestive heart failure; CMV = cytomegalovirus; ESRD = end-stage renal disease;
HIV = human immunodeficiency virus; PCP = Pneumocystis carinii pneumonia; TB =
tuberculosis.

Figure 1. Percentage of the discharge diagnoses of patients who
tested positive for human immunodeficiency virus (HIV) according to
the HIV Inpatient Testing Service that were related, possibly related,
or unrelated to HIV disease.
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positive group. All differences were statistically significant
(P≤.001).

When corrected for sex, educational level, racial group,
age, and high-risk category, the CD4 and HIV RNA values
changed only minimally, and group differences remained
statistically significant. The adjusted CD4 cell count was
170 cells/mm3 lower for HITS positive relative to OP posi-
tive subjects (P<.001) compared with the unadjusted dif-
ference of 175 cells/mm3 (P<.001). The adjusted HIV RNA
was 0.48 log

10
 RNA higher for HITS positive patients

compared with OP positive patients (P=.005); the unad-
justed difference was 0.52 log

10
 RNA (P=.001). The

untransformed viral load produced similar results.
In HITS positive subgroup analyses (sex, race, risk cat-

egory, level of education, and age), only sex was associated
with significant differences in CD4 counts and log

10
 HIV

RNA. The mean CD4 cell count among males was 130 cells/
mm3 compared with 302 cells/mm3 among females
(P=.007). The CD4 cell count difference by sex was not
significant in the OP positive group (361 vs 378 cells/mm3,
respectively; P=.77). Of note, the mean CD4 cell count in the
high-risk HITS positive group was 209 cells/mm3 compared
with 184 cells/mm3 in the low-risk group (P=.65); in OP
positive patients, these values were 399 vs 350 cells/mm3,
respectively (P=.39).

Pairwise comparison of the mean CD4 cell counts of
each of the 3 HITS positive discharge diagnosis categories
were significantly different except when comparing the
related group to the possibly related group (Figure 2). In
HITS positive patients, the subgroup who had discharge
diagnoses unrelated to HIV disease had a CD4 cell count of

TABLE 2. Demographics of the 243 Study Patients by Group*

HITS positive OP positive HITS negative
        Demographics (n=81) (n=81) (n=81) P value

Mean age (y) 42.3 37.7 42.5 .01
Female 30 (37) 34 (42) 28 (35) .61
Race <.001

African†   8 (10) 22 (27) 2 (2)
African American 33 (41) 27 (33) 39 (48)
Haitian‡ 10 (12) 14 (17) 0 (0)
Latino† 17 (21) 4 (5) 13 (16)
White§ 11 (14) 10 (12) 21 (26)
Other 2 (2) 4 (5) 6 (7)

Schooling <.001
Elementary 13 (16) 7 (9)   9 (11)
High school‡ 32 (40) 31 (38) 50 (62)
College 12 (15) 14 (17) 20 (25)
NA‡ 24 (30) 29 (36) 2 (2)

Risk factors  <.001
High risk‡⁄⁄ 39 (46) 35 (43) 3 (4)

MSM‡ 7 (9) 12 (15) 0 (0)
IDU†‡ 28 (35) 5 (6) 1 (1)
Sex with HIV-positive person†⁄⁄ 7 (9) 20 (25) 1 (1)
Sex with CSW 4 (5) 2 (2) 1 (1)
Sex with IDU 4 (5) 3 (4) 0 (0)
Sex for drugs or money 3 (4) 0 (0) 0 (0)

*Data are number (percentage) of patients unless otherwise indicated. CSW = commercial sex worker; HITS =
HIV Inpatient Testing Service; HIV = human immunodeficiency virus; IDU = injection drug user; MSM =
men who have sex with men; NA = not available; OP = outpatient.

†HITS positive vs OP positive, P<.01.
‡HITS positive vs HITS negative, P<.01.
§HITS positive vs HITS negative, P<.05.
⁄⁄Totals may not equal the sum of individual risks because some patients may have noted 1 or more high-risk

factors.

Figure 2. CD4 cell count by discharge diagnosis group in patients
who tested positive for human immunodeficiency virus (HIV) accord-
ing to the HIV Inpatient Testing Service.
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321 cells/mm3, which was statistically similar to the OP
positive patients’ mean CD4 cell count of 371 cells/mm3

(P=.41).
Based on baseline CD4 cell count and inpatient diag-

noses, 64 (79%) of the HITS positive group had an AIDS
diagnosis made concurrently with their HIV diagnosis. In
the OP positive group, 21 (26%) had AIDS at the time of
their HIV diagnosis (P<.001).

Seven (9%) of the HITS positive patients were found to
have known their HIV positive serostatus before testing by
HITS, although they did not disclose this fact to the coun-
seling staff before testing. This subgroup had a similar CD4
cell count of 208 cells/mm3 compared with 194 cells/mm3

in the group of patients whose HIV diagnosis was truly new
(P=.88). The HIV RNA levels in these 2 groups were also
similar (4.64 vs 4.34 log

10
 HIV RNA; P=.59). The percent-

age of patients in these subgroups considered high risk was
different, but the small sample size limits the ability to
discern a statistically significant difference (71% vs 43%;
P=.15). Prior HIV-positive serostatus could not be in-
cluded in the multivariate models because of the small
sample size.

DISCUSSION

Whether it is due to logistic difficulties, financial impedi-
ments, or medical traditions, the 1993 CDC recommenda-
tion1 to offer routine HIV counseling and testing in hospi-
tals with HIV seroprevalences of 1% or higher or AIDS
diagnoses in 1 per 1000 discharges or more has not been
broadly implemented. Before this study, no data existed to
clarify how many inpatients had undiagnosed HIV infec-
tion conditions despite hospitalization. Additionally, no
literature exists to illuminate what types of patients routine
HIV testing would identify. Relevant hypotheses include
that the patients would have more advanced HIV disease
than their outpatient counterparts, because their need for
inpatient care, regardless of diagnosis, may reflect a higher
level of immunocompromise. Alternatively, one could hy-
pothesize that their HIV disease would be less advanced,
because, in most cases, the admitting diagnoses were not
opportunistic infections or other clearly HIV-related dis-
eases. In this view, routine inpatient testing would result in
earlier diagnosis than ambulatory testing, which most often
occurs in response to a clinical prompt or historical “red
flag.”

Our data suggest that the former hypothesis is more
likely to be correct since 64 (79%) of the HITS positive
patients presented with AIDS at the time of HIV diagnosis
compared with 21 (26%) of the OP positive group. The
CD4 cell count in the HITS positive group was 175 cells/
mm3 lower (170 cells/mm3 lower after adjusting for poten-

tial confounders) than the CD4 cell count in the OP positive
group. Extrapolating from the average rate of CD4 cell
count decline noted in the study by Mellors et al10 of 60
cells/mm3 yearly suggests that the HITS positive patients
undergo testing almost 3 years later in their course of HIV
disease relative to the OP positive group.

Despite the lack of widely implemented routine inpa-
tient testing for HIV, 3 studies suggest that the inpatient
setting is a common place where the diagnosis is made. In
their analysis of the national HIV/AIDS Reporting System,
Kates et al11 reviewed HIV patient data between 1994 and
1999 from 25 reporting states. They found that 26.6% of
the 104,780 patients in the study were diagnosed as having
HIV infection while hospitalized. Of note, 67.1% of pa-
tients were diagnosed as having advanced HIV disease and
developed AIDS within 1 year. Mellors et al10 demon-
strated that 33% of the HIV-positive patients had their
conditions diagnosed in inpatient settings. Wortley et al12

reported that one third of patients in their study had their
conditions diagnosed as inpatients and that 58% were
tested because of an illness; 51% of their patients with HIV
infection developed AIDS within 1 year of diagnosis.

Although inpatients appear to have undergone testing
approximately 3 years later in their disease course than
their outpatient counterparts, 2 important additional points
must be recognized. First, inpatients who presented with
HIV-unrelated diagnoses had CD4 cell counts similar to
outpatients (321 vs 371 cells/mm3; P=.41) and therefore are
not clearly later in their disease stage than outpatients.
Second, more than a quarter of outpatients also had an
AIDS diagnosis at presentation. Diagnosing HIV in its
advanced stages among ambulatory populations has been
found by other authors.7,13,14 In the study by Neal and
Fleming,15 43% of patients presenting with HIV were diag-
nosed as having AIDS within 1 year. Samet et al16 found
that 37% of patients who presented with newly diagnosed
HIV infection had CD4 cell counts below 200 cells/mm3.
Liddecoat et al8 found that 44% of HIV-positive patients
who presented for initial care had CD4 cell counts less than
200 cells/mm3 at diagnosis. The CDC reported testing pat-
terns from 16 sites in the United States from 2000 to 2003.17

Among patients with evaluable data, 40% of patients had
less than 1 year between HIV and AIDS diagnoses. Of
these late presenters, 87% tested HIV positive in acute or
referral-based medical centers, and 65% were tested be-
cause of an illness.

Racial and other demographic differences in HIV test-
ing populations have also been noted in the literature. Neal
and Fleming15 showed that among late testers the highest
rates of late presentation were among patients older than 50
years, men, whites, Hispanics, men who have sex with
men, and injection drug users. The CDC study17 identified
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the following risk factors for late presentation: younger age
(18-29 years old), black race, Hispanic ethnicity, hetero-
sexuality, and education level of high school or less. In our
study, HITS positive patients were more likely to be older
than OP positive subjects (42.3 vs 37.7 years old) and Latino,
but the education levels were not statistically different.

As noted in the CDC study17 and the study by Wortley et
al,12 most patients historically have been tested in response
to an illness. Unfortunately, such a testing scheme excludes
a significant number of HIV-positive patients from testing.
The study by Peterman et al18 of almost 1.3 million patients
suggested that 20% to 26% of HIV-positive patients ac-
knowledged no HIV risk factors before testing. In our
study, 47% of patients had no diagnoses that were related
or possibly related to HIV, and 54% were considered low
risk. These data suggest that clinicians may not have ob-
tained HIV testing had it not been offered routinely. Our
data suggest that routine HIV testing on an inpatient ser-
vice may double the number of patients identified with
HIV infection (38-44 of the 81 HITS positive patients) by
testing those who might previously have not undergone
testing because of a lack of identifiable HIV risk factors or
HIV-related medical problems.

Our study has a number of limitations, including the fact
that before April 2001 physician referral was required to
obtain HIV testing, leading to the possibility of referral
bias. Subgroup analyses comparing pre-April 2001 (n=15)
to post-April 2001 (n=66) patients and post-April 2001
to the entire HITS positive group showed no significant
differences from the findings reported. Although the
seroprevalence during the earlier period was 5.5% com-
pared with 2.7% in the 2 years after non–referral-based
testing was begun (data not shown), indicating selection
bias, excluding these patients from the analysis did not
significantly affect the CD4 cell count or HIV viral load
data analysis or conclusions. The higher rates of HIV risk
factors identified among the pre-April 2001 group also did
not statistically alter the HITS positive risk factor analyses.

We have no follow-up information on 16 patients who
went to other institutions for their HIV follow-up care.
These missing data may also have biased our results. How-
ever, these 16 patients did not differ from the other 65 in
their distribution of sex, race, schooling, or risk category,
according to χ2 tests of independence or Fisher exact tests.

Another limitation of our study is that acute illnesses
can cause CD4 lymphopenia19,20 and total lymphopenia21 in
patients not infected with HIV. This finding has led to the
accepted practice of not evaluating CD4 cell count during
an acute phase of illness. In our study, the median time
from HIV testing to CD4 testing was 18 days, after patients
retrospectively known to be HIV positive before being
identified by HITS were excluded. In 43% of patients, a

second CD4 measurement was obtained a week or more
after the first (data not shown). Therefore, it is unlikely that
the acute illness leading to hospitalization accounted for
the lower CD4 cell counts observed.

The inclusion of the 7 patients previously known to be
HIV positive within the analysis could have affected the
results. Subgroup analyses of patients whom we were able,
retrospectively, to identify that they knew about their HIV-
positive status before HITS testing showed that they had
CD4 cell counts and HIV RNA levels that were not statisti-
cally different from the rest of the HITS positive group.
Unfortunately, some patients who know they have HIV
infection do undergo retesting, and inpatient testing ser-
vices, like outpatient testing services, will find these pa-
tients. Reidentifying these patients gives the testing service
an opportunity to educate the patient further about HIV and
to ensure that the patient is linked to care appropriately.

Also, the patient population at our medical center may
not mirror the demographics at other institutions. Walen-
sky et al3 used the American Hospital Association database
and identified 72 hospitals in the United States with demo-
graphic characteristics similar to Boston Medical Center.
Therefore, there are a large number of hospitals for which
these data are relevant.

An additional limitation of our study is the sample size.
Although this study represents the largest examination to
date of inpatient HIV testing, the limited patient numbers
may have skewed our results, particularly with respect to
some ethnic groups who were only minimally represented
in this study. For example, although our inpatient popula-
tion during the study period was 4% Haitian, there were no
Haitian patients represented in the HITS negative group.
Additional larger studies on inpatient testing would clearly
be helpful.

Despite these limitations, the lower CD4 cell count and
higher HIV RNA identified in the HITS positive group
place most of these patients in a population that should
strongly be considered for therapy based on current guide-
lines for initiation of antiretroviral therapy.22 Most of the
HITS positive patients also meet criteria for prophylactic
therapy against Pneumocystis carinii pneumonia.23

CONCLUSION

In 2003, the CDC proposed a program called Advancing
HIV Prevention in which HIV testing would be incorpo-
rated into routine medical care.24 Broad implementation of
routine HIV testing could have a profound effect on identi-
fying some of the 252,000 to 312,000 of the 1,039,000 to
1,185,000 patients in the United States who are unaware of
their HIV infection.25 This recommendation follows a de-
cade of recommendations regarding routine inpatient HIV
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testing.1,2 Although broad-based inpatient screening appears
to diagnose HIV late in the course of the disease, those
inpatients identified who were not hospitalized for HIV-
related illnesses had CD4 cell counts similar to outpatients.

Additionally, approximately half of those inpatients
whose conditions were diagnosed by HITS may not have
been tested had the testing not been offered routinely.
Offering HIV tests only to inpatients who present with
traditional risk factors or HIV-related diagnoses clearly
fails to identify a large proportion of the undiagnosed HIV
disease on the inpatient service. The yield from routine
screening in the inpatient setting is sufficiently high and the
opportunity to integrate patients directly into care is suffi-
ciently great to merit establishing routine inpatient HIV
testing services at hospitals that meet the CDC’s recom-
mended thresholds.1
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While grading the strength of recommendations and the quality of underlying evidence enhances the
usefulness of clinical guidelines, the profusion of guideline grading systems undermines the value of
the grading exercise. An American College of Chest Physicians (ACCP) task force formulated the
criteria for a grading system to be utilized in all ACCP guidelines that included simplicity and
transparency, explicitness of methodology, and consistency with current methodological approaches
to the grading process. The working group examined currently available systems, and ultimately
modified an approach formulated by the international GRADE group. The grading scheme classifies
recommendations as strong (grade 1) or weak (grade 2), according to the balance among benefits,
risks, burdens, and possibly cost, and the degree of confidence in estimates of benefits, risks, and
burdens. The system classifies quality of evidence as high (grade A), moderate (grade B), or low (grade
C) according to factors that include the study design, the consistency of the results, and the directness
of the evidence. For all future ACCP guidelines, The College has adopted a simple, transparent
approach to grading recommendations that is consistent with current developments in the field. The
trend toward uniformity of approaches to grading will enhance the usefulness of practice guidelines
for clinicians. (CHEST 2006; 129:174–181)

Key words: grading recommendations; grading system; methodology

Abbreviations: ACCP � American College of Chest Physicians; RCT � randomized controlled trial; RRR � relative risk
reduction

T reatment decisions involve a tradeoff between
benefits on the one hand, and risks, burdens,

and, potentially, costs on the other. Guideline panels
provide recommendations for the management of
typical patients. To integrate these recommendations

with their own clinical judgment, and with individual
patient values and preferences, clinicians need to
understand the basis for the recommendations that
expert guidelines offer. A systematic approach to
grading the strength of management recommenda-
tions can minimize bias and aid interpretation.3
Indeed, most guideline groups have accepted the
necessity for some sort of grading scheme.

While the grading of recommendations represents
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a positive development for guideline development
and interpretation, the proliferation of grading sys-
tems has proved to be an unfortunate consequence.
Methodologists and guideline developers have given

For editorial comment see pages 7 and 10

much thought and effort to considering the criteria
and approaches to an optimal grading system. The
American College of Chest Physicians (ACCP) con-
vened a working group to review the issue and to
agree on a grading system that would be consistent
with the latest developments in the field.

The task force began by developing criteria that
define an optimal grading system (Table 1), placing
them in an order that approximates their relative
importance. These criteria guided the decisions of the
group in the choice of the grading system that follows.

Strength of Recommendation

Guideline panels should make recommendations
to administer, or not administer, an intervention, on
the basis of tradeoffs between benefits on the one
hand, and risks, burdens, and, potentially, costs on
the other. If benefits outweigh risks and burdens,
experts will recommend that clinicians offer a treat-
ment to appropriately chosen patients. The uncer-
tainty associated with the tradeoff between the ben-
efits and the risks and burdens will determine the
strength of recommendations.

The ACCP task force chose to classify recommen-
dations into two levels, strong and weak (Table 2). If
guideline panelists are very certain that benefits do,
or do not, outweigh risks and burdens, they will
make a strong recommendation, grade 1. If they
think that the benefits and the risks and burdens are
finely balanced, or if appreciable uncertainty exists
about the magnitude of the benefits and risks, they
must offer a weak, grade 2 recommendation.

A two-level grading system has the merit of simplic-
ity. Two levels also facilitate the clear interpretation of

the implications of strong and weak recommendations
by clinicians. We offer three ways that clinicians can
interpret strong and weak recommendations. We have
already presented the first way. A strong recommenda-
tion signifies that benefits clearly outweigh the risks, or
the reverse; a weak recommendation signifies that
benefits and risks are closely balanced, or uncertain.

Clinicians are becoming increasingly aware of the
importance of patient values and preferences in
clinical decision making.4 A second way to interpret
strong and weak recommendations is in relation to
patient values and preferences. For decisions in
which it is clear that benefits far outweigh risks, or
risks far outweigh benefits, virtually all patients will
make the same choice (see box 1 for an example). In
such instances, guideline panels can offer a strong

Box 1: Short-term aspirin reduces the rela-
tive risk of death after myocardial infarction
by approximately 25%. Aspirin has minimal
side effects and very low cost. Peoples’ val-
ues and preferences are such that virtually
all patients suffering a myocardial infarc-
tion would, if they understood the choice
they were making, opt to receive aspirin.
Guideline panels can thus offer a strong
recommendation for aspirin administration
in this setting.

(grade 1) recommendation. In contrast, there are
other choices in which patient values and prefer-
ences will play a crucial role and in which patients
will, as a result, make different choices. See boxes 2

Box 2: Consider a patient a 40 year-old man
who has suffered an idiopathic deep venous
thrombosis and has been taking adjusted dose
warfarin for one year. If the patient continues
on standard-intensity warfarin his risk of re-
current DVT will be reduced by approxi-
mately 10% per year.1 The inevitable burdens
of the treatment include taking a warfarin pill
daily, keeping dietary intake of vitamin K
constant, monitoring the intensity of anticoag-
ulation with blood tests, and living with the
increased risk of both minor and major bleed-
ing. Some patients who are very averse to a
recurrent DVT may consider the down sides
of taking warfarin well worth it. Others are
likely to consider the benefit not worth the
risks and inconvenience.

Table 1—Criteria for an Optimal Grading System

Criteria Description

1 Separation of grades of recommendations from quality of
evidence

2 Simplicity and transparency for clinician consumer
3 Sufficient (but not too many) categories
4 Explicitness of methodology for guideline developers
5 Simplicity for guideline developers
6 Consistent with general trends in grading systems
7 Explicit approach to different levels of evidence for

different outcomes
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Box 3: A systematic review of randomized
trials suggests that in 1,000 patients with ST
elevation myocardial infarction who are re-
ceiving thrombolytic therapy and aspirin
and who are treated with heparin (versus no
treatment with heparin) 5 fewer will die, 3
fewer will have reinfarction, and 1 fewer
will have a pulmonary embolus, while 3
more will have major bleeds.2 Further,
these estimates are not precise, and the
advantage in decreased infarctions may be
lost after six months. The small, imprecise
and possibly transient benefit leaves us less
confident about any recommendation to use
heparin in this situation. Hence, the recom-
mendation is likely to be weak.

and 3 for examples. When, across the range of
patient values, fully informed patients are liable to
make different choices, guideline panels should offer
weak (grade 2) recommendations.

Following closely from this reasoning, a third way
for clinicians to interpret strong recommendations is,
for typical patients, to just do it. On the other hand,
when clinicians face weak recommendations, or

when they face patients with very atypical circum-
stances or values, they should carefully consider the
benefits, risks, and burdens in the context of the
individual patient before them.

How to individualize decision making in weak
recommendations remains a challenge. One strategy
uses decision aids that present patients with both the
benefits and downsides of therapy.5 Because of time
constraints, clinicians cannot use decision aids in all
patients. For strong recommendations, using a deci-
sion aid is likely, for most patients, to constitute a
poor use of time and energy. For weak recommen-
dations, clinicians should consider the use of a
decision aid or, alternatively, a detailed conversation
with the patient to ensure that the ultimate decision
is consistent with the patient’s values.

Factors That Influence the Strength of a
Recommendation

Guideline panels must consider a number of fac-
tors in grading recommendations (Table 3). One
issue is their confidence in the best estimates of
benefit and harm. The rating of methodological
quality, which we discuss below, captures that de-
gree of confidence.

Table 2—Grading Recommendations

Grade of Recommendation/
Description Benefit vs Risk and Burdens

Methodological Quality of
Supporting Evidence Implications

1A/strong recommendation,
high-quality evidence

Benefits clearly outweigh risk
and burdens, or vice versa

RCTs without important
limitations or overwhelming
evidence from observational
studies

Strong recommendation, can
apply to most patients in
most circumstances without
reservation

1B/strong recommendation,
moderate quality evidence

Benefits clearly outweigh risk
and burdens, or vice versa

RCTs with important limitations
(inconsistent results,
methodological flaws,
indirect, or imprecise) or
exceptionally strong evidence
from observational studies

Strong recommendation, can
apply to most patients in
most circumstances without
reservation

1C/strong recommendation,
low-quality or very low-
quality evidence

Benefits clearly outweigh risk
and burdens, or vice versa

Observational studies or case
series

Strong recommendation but
may change when higher
quality evidence becomes
available

2A/weak recommendation, high-
quality evidence

Benefits closely balanced with
risks and burden

RCTs without important
limitations or overwhelming
evidence from observational
studies

Weak recommendation, best
action may differ depending
on circumstances or patients’
or societal values

2B/weak recommendation,
moderate-quality evidence

Benefits closely balanced with
risks and burden

RCTs with important limitations
(inconsistent results,
methodological flaws,
indirect, or imprecise) or
exceptionally strong evidence
from observational studies

Weak recommendation, best
action may differ depending
on circumstances or patients’
or societal values

2C/weak recommendation, low-
quality or very low-quality
evidence

Uncertainty in the estimates of
benefits, risks, and burden;
benefits, risk, and burden
may be closely balanced

Observational studies or case
series

Very weak recommendations;
other alternatives may be
equally reasonable
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The prevention of outcomes with high patient
importance6 should, in general, lead to stronger
recommendations than the prevention of outcomes
of lesser patient importance. For instance, one needs
to expose four patients to a respiratory rehabilitation
program for one patient to gain a small but important
improvement in dyspnea in daily life.7 In low-risk
patients who have experienced a myocardial infarc-
tion, one might need to treat 100 patients with
agents such as aspirin, �-blockers, angiotensin-con-
verting enzyme inhibitors, or statins, to extend the
life of one patient. Despite the much higher number
needed to treat, since we value prolongation of life
more highly than relieving dyspnea, the latter inter-
vention may warrant a stronger recommendation.

The choice of adjusted-dose warfarin vs aspirin for
the prevention of stroke in patients with atrial fibril-
lation illustrates a number of the factors that will
influence the strength of a recommendation. A
systematic review and metaanalysis8 found a relative
risk reduction (RRR) of 46% in all strokes with
warfarin vs aspirin. This large effect supports a
strong recommendation for warfarin. Furthermore,
the relatively narrow 95% confidence interval (RRR,
29 to 57%) suggests that warfarin provides an RRR
of at least 29%, and further supports a strong
recommendation. At the same time, warfarin is
associated with the inevitable burdens of keeping the
dietary intake of vitamin K constant, monitoring the
intensity of anticoagulation with blood tests, and
living with the increased risk of both minor and
major bleeding. Most patients, however, are much

more stroke averse than they are bleeding averse.8
As a result, almost all patients with high risk of stroke
would choose therapy with warfarin, suggesting the
appropriateness of a strong recommendation.

This last point emphasizes the importance of the
patient’s baseline risk of the adverse outcome that
treatment is designed to avoid. Consider a 65-year-
old patient with atrial fibrillation and no other risk
factors for stroke. This individual’s risk for stroke in
the next year is approximately 2%. Therapy with
dose-adjusted warfarin can, relative to aspirin, re-
duce the risk to approximately 1%. Some patients
who are very stroke-averse may consider the down-
side of receiving warfarin therapy to be well worth it.
Others are likely to consider the benefit not worth
the risks and inconvenience. When, across the range
of patient values, fully informed patients are liable to
make different choices, guideline panels should offer
weak (grade 2) recommendations.

As benefits and risks become more finely bal-
anced, or more uncertain, decisions to administer an
effective therapy also become more sensitive to
resource use (cost) implications. When dealing with
resource allocation issues, guideline panels face chal-
lenges of limited expertise, paucity of rigorous and
unbiased cost-effectiveness analyses, and wide vari-
ability of costs across jurisdictions or health-care
systems. Ignoring the issue of resource use (costs) is,
however, becoming less and less tenable for guide-
line panels.9

When guideline developers make recommenda-
tions, they assume a particular set of values as they

Table 3—Factors Panels Should Consider in Deciding on a Strong or Weak Recommendation*

Issue Example

Methodological quality of the evidence supporting
estimates of likely benefit, and likely risk,
inconvenience, and costs

Many high-quality randomized trials have demonstrated the benefit of therapy with
inhaled steroids in patients with asthma, while only case series have examined the
utility of pleurodesis in patients with pneumothorax

Importance of the outcome that treatment prevents Preventing postphlebitic syndrome with thrombolytic therapy in DVT patients in
contrast to preventing death from PE

Magnitude of treatment effect Clopidogrel vs aspirin leads to a smaller stroke reduction in patients with TIAs (RRR,19

8.7%) than anticoagulation vs placebo in patients with AF (RRR, 68%)
Precision of estimate of treatment effect ASA therapy vs placebo in AF patients has a wider confidence interval than ASA

therapy for stroke prevention in patients with TIA
Risks associated with therapy ASA and clopidogrel for anticoagulation therapy in patients with acute coronary

syndromes has a higher risk for bleeding than ASA alone
Burdens of therapy Therapy with adjusted-dose warfarin is associated with a higher burden than that with

aspirin; warfarin requires monitoring the intensity of anticoagulation and a relatively
constant dietary vitamin K intake

Risk of target event Some surgical patients are at very low risk of post-operative DVT and PE while other
surgical patients have considerably higher rates of DVT and PE

Costs Clopidogrel has a much higher cost in patients with TIA than does aspirin
Varying values Most young, healthy people will put a high value on prolonging their lives (and thus

incur suffering to do so); the elderly and infirm are likely to vary in the value they
place on prolonging their lives (and may vary in the suffering they are ready to
experience to do so)

*DVT � deep vein thrombosis; PE � pulmonary embolism; TIA � transient ischemic attack; AF � atrial fibrillation; ASA � aspirin.
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weigh the possible beneficial and detrimental out-
comes. When value or preference judgments are
particularly salient, guideline panels should describe
the key values attached to these outcomes and that
influenced the direction of a recommendation or its
grade. Guideline panels often do not elicit direct or
indirect representation from patients in arriving at
these values. Moreover, recommendations can only
reflect average values. These considerations empha-
size the importance of guideline panels making
explicit the key values and preference judgments
that drive their recommendations.

Wording of Recommendations

Given the proliferation of grading systems, and the
resulting confusion, it is desirable to provide clini-
cians with as many indicators as possible in interpret-
ing the strength of recommendations. ACCP panels,
when they are making a strong recommendation, will
use the terminology, “We recommend. . . . ” When
they make a weak recommendation, ACCP guideline
panels will use less definitive wording, such as, “We
suggest. . . . ” Further, the clarity of recommenda-
tions requires that the target patient population be
defined and, when appropriate, the details of how
clinicians should administer the intervention.

Confidence in Estimates of Magnitude of
Benefits, Risks, Burdens, and Costs

Early systems of grading methodological quality
relied primarily on the basic study design (ie, ran-
domized control trials [RCTs], or observational stud-
ies). The fundamental study design remains critically
important in determining our confidence in esti-
mates of beneficial and detrimental treatment ef-
fects. Because of prognostic differences between
groups, and the lack of safeguards such as blinding
that can avoid biased ascertainment of outcomes,
evidence based on observational studies will, in
general, be appreciably weaker than evidence from
RCTs. The last several years have seen, however, an
increased awareness of a number of other factors
that influence our confidence in our estimates of risk
and benefit (Table 4).

ACCP recommendations will henceforth use a
three-category system of quality of evidence, as
follows: high (grade A); moderate (grade B); and low
quality (grade C) [Table 2]. Ideally, guideline panels
will have available to them systematic reviews of the
evidence regarding the benefits and risks of the
alternative management strategies they are consid-
ering. Guideline panels will have the strongest evi-

dence possible when such reviews reveal one or
more well-designed and well-executed RCTs yield-
ing consistent directly applicable results. Strong ev-
idence can also come, under unusual circumstances,
from observational studies yielding very large effects.

The moderate quality category is populated by
randomized trials with important limitations and by
exceptionally strong observational studies. Observa-
tional studies, and on occasion RCTs with multiple
serious limitations, will fill the low-quality evidence
category. This categorization follows the principle
that all relevant clinical studies provide evidence, the
quality of which varies. Following this principle, the
ACCP does not use a threshold for “acceptable
evidence” in the peer-reviewed published medical
literature.

Factors That Modify the Quality of
Evidence: Limitations in RCTs

When RCTs have addressed the impact of alter-
native management strategies (both benefits and
harms) on all relevant outcomes, they will yield
high-quality evidence unless they have one of a
number of limitations. The following limitations may
decrease the quality of evidence supporting a rec-
ommendation (Table 4).

1. Our confidence in recommendations decreases
if the available RCTs have major deficiencies
that are likely to result in a biased assessment of
the treatment effect. These methodological
limitations include a very large loss to follow-
up, or an unblinded study with subjective out-
comes that are highly susceptible to bias. How
lack of blinding can influence the grading is
exemplified by a recommendation to treat he-
parin-induced thrombocytopenia complicated
by thrombosis with danaparoid sodium. The

Table 4—Factors Panels Should Consider in Deciding
on Their Confidence in Estimates of Benefits, Risks,

Burden, and Costs

Factor Type Factors

Factors that may decrease the
quality of evidence based on
RCTs

Poor quality of planning and
implementation of the
available RCTs suggesting
high likelihood of bias

Inconsistency of results
Indirectness of evidence
Sparse evidence

Factors that may increase the
quality of evidence based on
observational studies

Large magnitude of effect
All plausible confounding would

reduce a demonstrated effect
Dose-response gradient
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randomized trial evidence for danaparoid use in
patients with heparin-induced thrombocytope-
nia comes from an unblinded trial20 in which
the outcome was the clinicians’ assessment of
when the thromboembolism had resolved,
which is a subjective judgment. As a result, an
ACCP guideline panel rated the quality of the
evidence as moderate rather than strong.10

2. When several RCTs yield widely differing esti-
mates of treatment effect (heterogeneity or
variability in results) investigators look for ex-
planations for that heterogeneity. For instance,
drugs may have larger relative effects in sicker,
or in less sick, populations. When heterogeneity
exists, but investigators fail to identify a plausi-
ble explanation, the strength of recommenda-
tions from even rigorous RCTs is weaker. For
example, RCTs of pentoxifylline in patients
with intermittent claudication have shown con-
flicting results that so far defy explanation.
Acknowledging the unexplained heterogeneity,
an ACCP guideline panel rated the quality of
the evidence for pentoxifylline as moderate,
rather than high.11

3. Investigators may have undertaken RCTs in
similar populations, but not identical popula-
tions, to those of interest to a guideline panel.
Panels should consider this to be indirect evi-
dence and, to the extent they are uncertain
about the applicability to their relevant popu-
lation, should downgrade the quality of evi-
dence. For instance, while graduated compres-
sion stockings have proven to be of benefit in a
variety of populations at risk for venous throm-
bosis, they have never been tested directly in
trauma patients. An ACCP guideline panel
judged the available RCTs to be relevant to
trauma patients in whom the administration of
low-molecular-weight heparin is contraindi-
cated, but because of concern about generaliz-
ing from other populations (that is, concern
about the indirectness of the evidence), rated
the quality of the evidence as moderate. Had
they had no concerns about directness, they
would have considered the evidence to be of
high quality, whereas if there were no relevant
RCTs available, and the best evidence came
from observational studies, they would have
rated the evidence to be of low quality.12

Indirectness may also apply to the intervention
[(eg, RCTs of similar but not identical interven-
tions or different doses and formulations)] and
outcomes (eg, RCTs measuring laboratory ex-
ercise capacity when a panel is really interested
in quality-of-life improvement).

4. Investigators may have conducted RCTs, but

included very few patients and observed very
few events. For instance, a well-designed and
rigorously conducted RCT addressed the use of
nadroparin, a low-molecular-weight heparin, in
patients with cerebral venous sinus thrombosis.
Of 30 treated patients, 3 had a poor outcome,
as did 6 of 29 patients in the control group. The
investigators’ analysis suggested a 38% reduc-
tion in the relative risk of a poor outcome, but
the result was not statistically significant.13 Be-
cause of the small number of patients, and the
small number of events, an ACCP guideline
panel judged the quality of the evidence for
anticoagulation in cerebral sinus thrombosis as
moderate rather than high.12

Factors That Modify the Quality of
Evidence: Observational Studies Can

Provide Moderate or Strong Evidence

While observational studies will generally yield
only low-quality evidence, there may be unusual
circumstances in which guideline panels will classify
such evidence as of moderate quality, or even high
quality.

1. On the rare occasions when they yield ex-
tremely large and consistent estimates of the
magnitude of a treatment effect, we may be
confident about the results of observational
studies. For example, oral anticoagulation in
mechanical heart valves has not been compared
to placebo in an RCT. However, evidence from
observational studies suggests that the proba-
bility of experiencing thromboembolic events
without anticoagulation is 12.3% annually in
patients with bileaflet prosthetic aortic valves
and higher for those with other valve types,14

and estimates of the RRR with oral anticoagu-
lation are in the range of 80%. While the
observational studies are likely to overestimate
the true effect, the weak study design is very
unlikely to explain the entire benefit. Thus, an
ACCP guideline panel concluded that these
data, despite the absence of randomized trials,
constituted strong evidence of the effectiveness
of anticoagulation in bileaflet aortic prosthetic
valves.15

2. On equally rare occasions, all plausible biases
from observational studies may be working to
underestimate an apparent treatment effect. In
other words, the actual treatment effect is very
likely to be larger than what the data suggest.
For instance, a rigorous systematic review of
observational studies including a total of 38
million patients compared private for-profit vs
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private not-for-profit hospital care. The meta-
analysis16 demonstrated higher death rates in
the private for-profit hospitals.

The investigators postulated two likely sources of
bias. The first was residual confounding with disease
severity. It is likely that, if anything, patients in the
not-for-profit hospitals were sicker than those in the
for-profit hospitals. Thus, to the extent that residual
confounding existed, it would bias results against the
not-for-profit hospitals.

The second likely bias was the possibility that
higher numbers of patients with excellent private
insurance coverage could lead to a hospital having
more resources and to a “spillover” effect that would
benefit those without such coverage. Since for-profit
hospitals are likely to admit a larger proportion of
such well-insured patients than are not-for-profit
hospitals, the bias is once again against the not-for-
profit hospitals. Because the plausible biases would
all diminish the demonstrated treatment effect, one
might consider the evidence from these observa-
tional studies as being of moderate quality rather
than of low quality.

What to Do When Quality of Evidence
Differs Across Outcomes?

When RCT results are available, the quality of
evidence will often differ between primary efficacy
and toxicity outcomes, usually between efficacy out-
comes and cost, and almost always between efficacy
outcomes and rare but serious side effects. On most
occasions, efficacy outcomes will be the most impor-
tant, and guideline panels can base their rating of the
quality of the evidence exclusively on these end
points. Panels should, however, consider whether
toxicity end points are also crucial to the decision
regarding the optimal management strategy. If they
are, panels should consider the quality of evidence
regarding those end points, and should make a final
rating about the quality of evidence accordingly.

For instance, consider a guideline panel address-
ing the use of long-term oral steroids for patients
with stage 2 or 3 sarcoidosis with moderate-to-severe
symptoms and radiographic changes. Randomized
trials have addressed the impact of steroids on
radiographic findings, symptoms, and spirometry
over a period of 2 years.17 These trials failed, how-
ever, to address steroid toxicity. If a guideline panel
ignored toxicity, they might well rate the quality of
evidence as high. If, however, they consider steroid
toxicity as crucial in their decision, the uncertainty
about the impact of treatment increases. If they look
for observational studies to estimate steroid toxicity,
the quality of the evidence about toxicity is likely to

be low, and this may be the most appropriate rating
for the overall quality of evidence. Alternatively, they
may seek randomized trials of steroids in other
conditions and face limitations of directness. They
may then conclude that the evidence regarding
steroid toxicity, and the overall quality of the evi-
dence, is moderate.

The ACCP Grading System and Initiatives
Toward Uniform Grading Across Guideline

Panels

In considering alternative grading systems, we
found that the structure and guides for application
and interpretation suggested by the GRADE group
largely met the criteria in Table 1.18 As a result, the
categories presented in Table 2 permit similar inter-
pretation to those of the GRADE group. The impor-
tant aspect in which the ACCP task force approach
differs is in combining low-quality and very low-
quality evidence. While we achieved the primary
goal of the ACCP task force, to identify a unified
grading system for all future ACCP evidence-based
guidelines, this exercise went beyond that goal. This
article will facilitate the adoption of uniform guide-
lines through a simple, straightforward presentation
that any guideline panel interested in the principles
underlying Table 2 will find useful.

Clinicians’ understanding of systems of grading
the strength of recommendations and quality of
evidence will also benefit if systems map easily onto
one another. The ACCP mapping onto the GRADE
system is obvious, and the approach that the ACCP
has adopted also maps easily onto other systems,
including that of the ACC/AHA and prior ACCP
guideline grading systems, further facilitating under-
standing and usefulness.

Summary

In the system that the ACCP has adopted, the
strength of any recommendation depends on the
following two factors: the tradeoff between the ben-
efits and the risks and burdens; and the quality of the
evidence regarding treatment effect. We grade the
tradeoff between the benefits, and the risks and
burdens into the following two categories; category
1, in which the tradeoff is clear enough that most
patients, despite differences in values, would make
the same choice, leading to a strong recommenda-
tion; and category 2, in which the tradeoff is less
clear, and individual patient values will likely lead to
different choices, leading to a weak recommenda-
tion. We grade methodological quality in terms of
the following three categories: randomized trials that
show consistent results, or observational studies with
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very strong treatment effects; randomized trials with
limitations, or observational studies with exceptional
strengths; and observational studies without excep-
tional strengths and case series. The framework
summarized in Table 2 generates recommendations
from the very strong (benefit/risk tradeoff unequiv-
ocal, high-quality evidence, grade 1A) to the very
weak (benefit/risk questionable, low-quality evi-
dence, grade 2C). Whatever the grade of the recom-
mendation, clinicians must use their judgment,
considering both local and individual patient circum-
stances, and patient values, in making individual
decisions. In general, however, they should place
progressively greater weight on expert recommenda-
tions as they move from grade 2C to grade 1A.
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Response to Letter by Testa et al
Response:

We appreciate the thoughtful comments of Testa et al, partic-
ularly regarding the pivotal issue of stroke prevention among
elderly individuals with atrial fibrillation. In our study, patients
with planned cardioversion were treated with warfarin consistent
with current guidelines.1 Antiplatelet agents would not be used in
this setting. Based on risk factors, the patients in our study were
predominantly classified as high risk for stroke. Aspirin in this
group would not be considered a surrogate for warfarin. For each
patient who was not discharged on warfarin, we ascertained the
reason directly either from the discharge record or the treating
physician. Among patients considered to have a contraindication
to warfarin, 18 patients (9%, not 18% as cited by Testa et al)
were alternatively treated with aspirin plus clopidogrel. Cur-
rently, aspirin is the only alternative for warfarin ineligible
patients. Aspirin has been shown to be only modestly efficacious
in preventing stroke among patients with atrial fibrillation (19%
stroke reduction).2 The efficacy of dual antiplatelet therapy
versus aspirin monotherapy among patients who are warfarin
ineligible has yet to be determined. This specific question is
being addressed in the ongoing ACTIVE A arm of the ACTIVE
trial.3 Testa et al cite the results of the recently published
ACTIVE W trial which compared clopidogrel plus aspirin to oral
anticoagulation and bears no relevance to a warfarin ineligible
subset. Regarding dose of aspirin, we found that hemorrhage was
the only independent predictor of receiving low dose versus
full-strength aspirin at hospital discharge (adjusted odds ratio,
5.4 [95% CI 2.1 to 13.7]).

Twenty-two percent of the patients in our study were dis-
charged on no antithrombotic therapy. Table 4 in our article
provides a full account of the cited warfarin contraindications for
these 44 patients who were discharged on neither warfarin nor
aspirin. Fifty-two percent of these patients had current or
recurrent extracranial hemorrhage or prior intracranial hemor-
rhage. Stroke prevention is particularly challenging among pa-
tients with a propensity for bleeding which often leads to
cessation of therapy. The optimal management of these patients
has yet to be defined.

It is important to note that guidelines, although evidence-
based, are derived from trial populations that are often trial-
eligible based on a favorably low bleeding risk profile. Among
the older, hospitalized patients with atrial fibrillation in our
study, the prevalence of risk factors for stroke was rivaled by the
increased presence of potential contraindications to anticoagulant
therapy. Given the devastating consequences of an atrial fibril-
lation–related stroke and the associated 30-day mortality of
24%,4 the risk to benefit analysis continues to weigh in favor of
anticoagulation. In clinical care, the practical challenge lies in
maintaining patients on oral anticoagulant therapy, particularly
after a hemorrhagic event. To the degree that anticoagulation
intensity contributes to bleeding risk, newer drugs with wider

therapeutic margins and shorter half-lives should help to mini-
mize this risk. To the extent that frequent monitoring is a barrier
to the use of vitamin K antagonists, newer drugs without this
requirement should help to extend therapy to more of those for
whom it is indicated.
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The Challenge of Warfarin Candidacy Among Hospitalized Elderly
 
Patients With Atrial Fibrillation 
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Background and Purpose-Numerous studies have documented under use of warfarin particularly among elderly patients. 
A better understanding of the discrepancy between trials and clinical practice will help inform stroke prevention 
strategies in this vulnerable age group. The study objective was to prospectively assess the use of antithrombotic therapy 
among a contemporary cohort of patients with atrial fibrillation at the time of hospital discharge. In addition to baseline 
characteristics, we sought to define the physician-cited reason for not prescribing warfarin for each patient. 

Methods-Patients with atrial fibrillation were prospectively identified and followed to hospital discharge. Enrolled 
patients were ~65 years of age, not taking warfarin on admission, and had their longitudinal care provided at our 
institution. Predictors of warfarin use were determined and physician-cited contraindications were compared across age 
groups. 

Results-Fifty-one percent (n=206) of patients were discharged on warfarin: 75% of those 65 to 69 years of age, 59% 70 
to 79, 45% 80 to 89, and 24% age ~90 years. Of the remaining 199 patients, 83% had ~2 major risk factors for stroke, 
and 98% were felt to have contraindications including nearly 25% who were unable to tolerate warfarin in the past. 
Among patients age ~ 80, falling was the most often physician-cited reason for not prescribing warfarin (41%) followed 
by hemorrhage (28%). 

Conclusion-our findings suggest that many elderly patients at high risk for stroke may not be optimal candidates for 
anticoagulant therapy. There is a pressing need for alternative stroke prevention strategies for this expanding patient 
population. (Stroke. 2006;37:1075-1080.) 

Key Words: atrial fibrillation _ geriatrics _ warfarin 

APproximately 25% of strokes in patients age ~80 years 
are attributable to atrial fibrillation (AF).l AF-related 

stroke is associated with a 30-day mortality of =24%.2-5The 
prevalence of AF increases with age approaching 10% for 
individuals age ~80 years.6 ,7 It is projected that 3.3 million 
adults in the United States will have AF by the year 2020 
largely attributable to the aging of our population.s 

Warfarin has been shown to be highly effective in prevent
ing stroke in AF.9.1O Despite its proven benefit, numerous 
studies have documented under use of warfarin particularly 
among elderly patients who would seem to benefit the most 
from anticoagulant therapy.'1-19 These findings have raised 
concerns regarding quality of care, physician adherence to 
guidelines, and translation of clinical trial results into real
world practice.20.21 

An important unanswered question is whether published 
estimates of warfarin use represent inappropriate under

prescribingor withholding of therapy attributable to question
able patient candidacy for a class of drugs with associated 
toxicity. Estimates of warfarin use vary depending on study 
methodology. Existing data, based largely on retrospective 
studies or secondary analyses, may overestimate the propor
tion of patients eligible for anticoagulation because of incom
plete identification of contraindications. Resolution of this 
issue is central to the care of aging patients. Published low 
rates of warfarin use have importantly focused attention on 
the need to better inform physicians and patients on the 
benefits and risks of anticoagulant therapy. However, if the 
low rate of warfarin use represents a growing and problematic 
group of patients in whom anticoagulant therapy is felt not to 
be safe, a critical problem in stroke prevention is emerging. 
Patients at the highest risk of stroke currently have little in the 
way of an effective alternative.22,23 Given the proven benefit 
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of anticoagulant therapy, it is important that we understand physician at our institution. The eligibility criterion related to site of 

the factors that are driving the discrepancy between published care minimized referral bias of more complex procedure-oriented 
patients and ensured that the anticoagulation decision would not be recommendations and actual practice. Direct patient-level 
deferred at the time of discharge to the patient's outside physician. It 

assessment is needed to better inform strategies aimed at also ensured access to the comprehensive ambulatory and hospital 
optimizing stroke prevention in this vulnerable age group. medical records. In addition, the presence of an on-site anticoagu

The objective of our study was to prospectively assess the lation clinic helped to minimize any logistical barriers to warfarin 
use of antithrombotic therapy among a contemporary cohort prescription. 

of patients with AF at the time of hospital discharge. In 
addition to baseline characteristics, we also sought to deter Baseline Patient Characteristics 
mine the physician-cited reason for not prescribing warfarin 

Demographic data and medical diagnoses were extracted from the 
for each patient. medical record. Major risk factors for stroke included age 275 years, 

diabetes mellitus, heart failure, hypertension, prior stroke, and age 265 
years with coronary artery disease.24 - 26 Risk factors for hemorrhage and Methods 
potential contraindications to warfarin included history of hemorrhage, 

Study Participants faIls, cognitive impairment or dementia, active alcohol abuse, liver 

Consecutive patients were prospectively identified by daily searches disease, advanced malignancy, and renal dysfunction defined as creat

of electronic admission notes and ECGs of all patients admitted to inine concentration >133 lUllollL or 1.5 mgldL.27 To better discern 
the medical service of our hospital from January 2001 to June 2003. absolute versus relative contraindication, hemorrhage was further de
Searches intentionally did not include patients admitted to the fined as (1) intracranial, (2) recurrent, (3) related to the index hospital
surgical service or stroke unit. To be eligible, patients had to be ~65 ization, or (4) warfarin-related. Similarly, prior faIls were further 
years of age, had to have AF verified by ECG, could not be taking characterized by the presence or absence of associated head trauma or 
warfarin on admission or have another indication for long-term fracture. Past history of warfarin use and reason for discontinuationwere 
therapy, and had to have their longitudinal care provided by a also recorded. 

TABLE 1. Baseline Characteristics of Hospitalized Patients With AF, Stratified by 
Warfarin Use 

All Patients, Warfarin, No Warfarin, 
Characteristic n=405 n=206 n=199 PValue 

Age, y, mean 80.0 78.0 81.7 <0.001 

Women, n ('Yo) 234(58) 108(52) 126(63) 0.027 

Coronary heart disease, n (%) 193(48) 94(46) 99 (50) 0.409 

AF, n ('Yo) <0.001 

First clinical episode 174(43) 123(60) 51 (26) 

Recurrent episode 136(34) 73 (35) 63(32) 

Persistent 95(23) 10(5) 85 (42) 

Risk factors for stroke, n ('Yo) 

Age 275 years 299(74) 135(66) 164(82) <0.001 

Heart failure 192(47) 97(47) 95(48) 0.976 

Hypertension 299(74) 150(73) 149(75) 0.642 

Diabetes mellitus 109(27) 59(29) 50(25) 0.491 

Prior stroke 49(12) 18(9) 31 (16) 0.049 

Risk factors for stroke, n ('Yo) 0.156 

Nomajor 13(3) 7 (3) 6 (3) 

1 74(18) 46(22) 28(14) 

2 141 (35) 73(36) 68(34) 

23 177(44) 80(39) 97(49) 

Risk factors for hemorrhage, n ('Yo) 

Prior hemorrhage 97(24) 34(16) 63 (32) <0.001 

Prior fall 100(25) 24(12) 76(38) <0.001 

Cognitive impairment/dementia 51 (13) 8(4) 43(22) <0.001 

Active aicohol abuse 9 (2) 4 (2) 5 (3) 0.697 

Advanced malignancy 25(6) 8(4) 17(9) 0.051 

Renal dysfunction" 101 (25) 43(21) 58(29) 0.051 

Liver disease 11 (3) 3 (1) 8 (4) 0.113 

Length of hospital stay, d, median 6 5 6 0.309 

"Creatinine concentration>133iLmollL or 1.5 mgldL. 



Discharge Antithrombotic Medication and 
Physician-Cited Reason for Not Prescribing Warfarin 
Patients were followed from hospital admission to the day of 
discharge. Prescription of antithrombotic therapy was ascertained 
from 2 sources: the discharge summary and the electronic discharge 
medication list. The reason for not prescribing warfarin was recorded 
as explicitly stated in the discharge summary or, if ambiguous, as 
clarified by the treating physician on inquiry by the study nurse. 

The study was approved by the institutional review board at 
Massachusetts General Hospital (Boston, Mass). The nature of the 
study did not require written informed consent. 

Statistical Analysis 
Baseline characteristics of patients according to warfarin status were 
compared using K test for proportions for categorical variables and 
Student t test for continuous variables. Independent predictors of 
warfarin use were determined using multivariate logistic regression. 
Variables whose probability values were SO.10 on univariate anal
ysis were included in the multivariate model. For all analyses, a 
2-sided probability value <0.05 was considered statistically signif
icant. For the subset of patients who were not discharged on 
warfarin, we also sought to define the patient features associated 
with prescription of either low dose aspirin, 81 mg per day, or no 
antithrombotic therapy compared with those patients discharged on 
full dose aspirin, 325 mg per day. Five patients with missing data on 
aspirin dose were excluded from this analysis. Analyses were performed 
using Stata statistical software, release 8.0 (Stata Corporation). 

Results 

Patient Clinical Characteristics 
During the study period, 426 patients were identified with 
EeG-verified AF, were 2::65 years of age, were not taking 
warfarin on admission, and had an established physician at 
our institution. Twenty-one patients died before discharge. Of 
the 405 patients, 74% were age 2::75 years (51% 80 years or 
greater), 74% had hypertension, 47% heart failure, and 12% 
prior stroke (Table 1). Ninety-seven percent of patients had 
2:: 1 major risk factor for stroke and 79% had 2::2. Symptoms 
related to an uncontrolled ventricular rate prompted admis
sion for the majority of patients. 

Warfarin Use 
Of the 405 patients, 51% (n=206) were started on warfarin: 
75% of those 65 to 69 years of age, 59% 70 to 79, 45% 80 to 
89, and 24% age 2::90 (P<O.OOl). Seventy-five percent of 
patients starting warfarin had 2::2 major stroke risk factors 
versus 83% of those patients not taking warfarin. Patients 
starting warfarin were younger, more likely to be male, newly 
presenting with AF, and less likely to have a history of 
hemorrhage, falls, or cognitive impairment. Twenty-two per
cent of patients not started on warfarin had at least 1 
documented fall that resulted in head trauma or fracture 
compared with 4% of those patients who were discharged on 
warfarin. Of the 199 patients not started on warfarin, 7% 
(n= 14) were admitted from a nursing home and a total of 
13% (n=26) were discharged to a long-term care facility. 
Older age, cognitive impairment, history of falling, history of 
hemorrhage, and advanced malignancy were identified as 
independent baseline predictors of not receiving warfarin at 
hospital discharge (Table 2). 
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TABLE 2. Independent Predictors of Not Receiving Warfarin 
Among Hospitalized Patients With AF 

Adjusted Odds Ratio 
Variable (95% CI) PValue 

Age, perdecade 1.49(1.08-2.06) 0.015 

Female 1.56(0.98-2.47) 0.059 

Cognitive impairment 6.35 (2.74-14.74) <0.001 

History of falling 5.61 (2.50-12.57) <0.001 

History of hemorrhage 3.22 (1.87-5.56) <0.001 

History of ischemic stroke 1.19(0.59-2.40) 0.63 

Advanced malignancy 4.57 (1.82-11.46) 0.001 

Renal dysfunction 1.45(0.86-2.45) 0.16 

Physician-Cited Reason for Not Prescribing Warfarin 
Potential contraindications were cited for 98% (n= 195) of 
the 199 patients who were not started on warfarin including 
46 patients (23%) who were unable to tolerate warfarin in the 
past (6 patients had sustained an intracranial hemorrhage and 
21 patients extracranial bleeding [Table 3]). Of the 199 
patients, the most often physician-cited reasons were hemor
rhage for 33% (n=66), falls for 32% (n=64), and patient 
refusal or history of nonadherence for 14% (n=27). To better 
validate hemorrhage, we further characterized the bleeding 
experienced by those patients with hemorrhage cited as the 
reason warfarin was not prescribed. Of the 66 patients, 31 had 
recurrent bleeding, 9 had a prior intracranial hemorrhage, 16 
had evidence of bleeding during the index hospitalization, 
and 7 of the remaining 10 patients had sustained a warfarin
related hemorrhage in the past. Among patients with falls 
cited as the contraindication, 53% had at least 1 documented 
spontaneous fall that resulted in closed head trauma or an 
orthopedic fracture. Among patients age 2::80 years, falling 

TABLE 3. Physician-Cited Reason for NotPrescribing 
Warfarin, Stratified by Patient Age 

All, <80 Years, 2:80 Years, 
Reason n=199- n=76 n=123 

Hemorrhage, n (0/0) 66(33) 32(42) 34(28) 

Recurrent bleeding 31 (16) 17(22) 14 (11) 

Current bleeding 16(8) 7 (9) 9(7) 

Past intracranial bleeding 9 (4) 3 (4) 6 (5) 

Past other bleeding 10(5) 5(7) 5 (4) 

Falls 64 (32) 14(18) 50(41) 

Patient refused or history of 27(14) 13 (17) 14(11) 
nonadherence 

Cognitive Impairment 6 (3) 1 (1) 5 (4) 

Active alcohol abuse 4 (2) 4 (5) 0 

Advanced Illness, comfort care 16(8) 4 (5) 12(10) 

Otheri' 16 (8) 8 (11) 8 (7) 

-'nclUdes 46 (23%) patients who had been taken off warfarin in the past. 
Twenty-seven patients had sustained a warfarin-related hemorrhage (6 
intracranial, 21 exlracranial), and 19 patients had theirwarfarin discontinued 
because of falls (n=9), nonadherence (n=8), and other (n=2). 

tlncludes 2 patients with an intracranial mass, 2 labile hypertension, 2 
previous hypersensitivity reaction, 5 anticipated procedures, and major sur
gery, 4 normal sinus rhythm after cardioversion, 1 pericarditis. 
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TABLE 4. Choice of AntiUtrombotic Therapy Stratified by Physician-Cited Warfarin Contraindication 

Antlthrombotic Medication 

None Aspirin Clopidogrel +Aspirin 
Aspirin Doset 

Potential Contraindication n n n n 81 mg % 325 mg% 

Hemorrhage, extracranial 56 20 32 4' 58% 42% 

Hemorrtlage, intracranial 10 3 4 3 57 43 

Prior falls 64 6 52 6' 37 63 

Patient refusal 27 3 21 3 22 78 

Cognitive impairment 6 2 4 0 50 50 

Active alcohol abuse 4 2 2 0 100 0 

Terminal illness 16 6 10 0 33 67 

Other 16 2 12 2 0 100 

Total 199 44 137 18 38% 62% 

'Includes 1 patient taking clopidogrel without aspirin. 
tFive patients are missing aspirin dose. 

was the most often-cited reason for not prescribing warfarin 
(41%) followed by hemorrhage (28%). 

Alternative Antithrombotic Therapy 
Overall, 44 patients (11%) were not discharged on any anti
thromboticmedication. Thirty-eightpercent (n= 155)of patients 
weredischargedon antiplatelettherapy.We stratified discharge 
antithrombotic therapy and prescribed dose of aspirin by the 
physician-cited warfarin contraindication to gain insight into 
physician choice of alternative medication (Table 4). Among 
patients prescribed aspirin, 62% were taking 325 mg per day 
and 38% 81 mg. Hemorrhage was the only independent 
predictor of receiving either no antithrombotic therapy or 
low-dose aspirin versus full-dose aspirin at hospital discharge 
(adjusted odds ratio, 5.4 [95%CI, 2.1 to 13.7]). After control
ling for bleeding complications, older patients were not more 
likely to be prescribed low-dose aspirin or no antithrombotic 
medication (adjusted odds ratio, l.l [95% CI, 0.7 to 1.6]). 
The breakdown of antithrombotic therapy at hospital dis
charge by age is shown in the Figure. 

Discussion 
AF is a powerful risk factor for stroke. Stroke is a leading 
cause of death and disability. Warfarin has been shown to 
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Antithrombotic therapy at hospital discharge by patient age.
 

reduce the risk of stroke in AF by 68% compared with 
placebo, which is far superior to the relative risk reduction of 
21% associated with full-dose aspirin.P Despite its proven 
efficacy, numerous studies have documented underutilization 
of warfarin, most notably in the elderly. In our study among 
405 patients identified with AF, 51% (n=206) were dis
charged on warfarin. Of the remaining 199 patients, 97% had 
~ 1 major risk factor for stroke and 83% had ~2. All of these 
patients had been considered for anticoagulant therapy, re
flecting an understanding of the stroke risk imparted by AF 
and current evidence-based guidelines. 24•26 However, nearly 
all of these patients were felt to have contraindications that 
precluded its safe use including nearly 25% of patients who 
had taken warfarin in the past, but were unable to tolerate it 
long-term. Hemorrhage, falls, and patient refusal or history 
of nonadherence to therapy constituted nearly 80% of the 
physician-cited reasons for not prescribing warfarin. Cur
rently, there is no effective treatment option for these pa
tients. Despite its modest effect, aspirin is widely used in this 
setting. 

Our study is the first prospective assessment of warfarin 
prescription at the time of the treatment decision among 
consecutive patients admitted and discharged with AF. In 
addition to baseline patient characteristics, we directly deter
mined the reason for not prescribing warfarin for each patient. 
We independently validated the physician-cited contraindica
tions of hemorrhage and falls and qualified their severity. 
Retrospectivestudies and studies based on secondaryanalysisof 
administrativedatabases have likely underreportedcontraindica
tions and have overestimated warfarin eligibility among hospi
talized patients of age ~80 years. Accurate assessment of 
warfarin candidacy using these methodologies is limited by 
the extent of documentation and reliance on search strategies 
using ICD-9-CM codes (International Classification of Dis
eases, Ninth Edition, Clinical Modification) that would not 
comprehensively capture patient-specific clinical details. 
Most notably, recurrent nonhospitalized falls, previous at
tempts at warfarin use, recurrent bleeding, patient preference, 
patient nonadherence, excessive alcohol use, and comfort 
care status would not be systematically ascertained. 
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Our study illustrates the challenges that physicians and 
patients face when trying to apply recommendations derived 
from clinical trials to older patients with AF in real-world 
practice. Few patients >80 years were enrolled in the early 
trials of oral anticoagulation versus placebo. Two meta-anal
yses of these trials report 20% of the study population being 
?75 years of age. This is in contrast to the patients enrolled 
in our study of which 51% were ?80 years of age (74% age 
?75 years). Two more recently conducted trials that com
pared warfarin to ximelagatran enrolled 16% of patients age 
?80 years (38% age ?75). However, unlike the early AF trials 
that compared warfarin to placebo, 74% and 84% of patients, 
respectively, were taking a vitamin K antagonist at entry, 
thereby selecting populations at already proven lower risk for 
hemorrhage. Six percent of patients had a prior history of 
bleeding compared with 24% in this study.28-JO 

A limitation of our study is that it was conducted at a single 
center: a large, urban, teaching hospital which may not reflect 
other practice settings. However, our finding that 51% of 
patients with AF were discharged on warfarin is consistent 
with a study funded by the Health Care Financing Adminis
tration assessing the quality of care delivered to Medicare 
beneficiaries during the period 1998 to 1999.20 Using hospital 
claims data, performance in the median state was 55% and 
ranged from 42% to 65%. A more recent retrospective study 
of 21 teaching, 13 community, and 4 Veterans Administration 
hospitals similarly found that 55% of patients with AF were 
discharged on warfarin in 2002 (53% among the teaching 
hospitals).J1 Another potential limitation of our study is that 
physicians who were directly queried may have altered their 
subsequent prescribing behavior. However, we would expect 
this bias to have resulted in more warfarin use. In addition, 
the reason for not prescribing warfarin was explicitly stated in 
the discharge summary for the majority of patients. 

The study institution has several features that overcome 
limitations of other settings. The existence of an anticoagu
lation clinic minimized monitoring as a potential barrier to 
warfarin prescription. In addition, stroke awareness is high 
among physician staff, many of whom participated in the 
Boston Area Anticoagulation Trial for Atrial Fibrillation 
which helped to establish the efficacy of warfarin.s? Enrolled 
patients had established providers at our institution, which 
facilitated validation and severity assessment of contraindi
cations in the outpatient and inpatient medical records, and 
ensured that the warfarin decision was not deferred to an 
outside provider. Because we did not include referral patients, 
we believe our study population is similar to that of other 
large, general, urban hospitals serving a Medicare population. 

Our data suggest that among very elderly patients with AF 
the decision to prescribe warfarin is strongly influenced by 
contraindications. More research is needed to discern abso
lute from relative contraindications to help guide physicians 
and patients in their assessment of the overall risks and 
benefits of therapy.33-3S Strategies are needed to optimize 
candidacy among elderly patients, particularly interventions 
to reduce hemorrhage and falls.36-38 Prospective studies are 
needed to better define the true hazard of falls in the presence 
of anticoagulant therapy. In addition, our study underscores 
the need for continued research on the mechanisms of AF and 

triggers for thrombus formation, insights which may lead to 
alternative stroke prevention strategies without the attendant 
hemorrhagic risk.39-4 1 

Summary 
Despite the first published evidence of warfarin's efficacy 16 
years ago, prophylaxis against stroke in AF remains subop
timal particularly among those at highest risk, patients of age 
?80 years. Given the aging of the population, stroke preven
tion in AF is a pressing health imperative. 
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A bs tr ac t

Background

Participation of women in the medical profession has increased during the past 
four decades, but issues of concern persist regarding disparities between the sexes 
in academic medicine. Advancement is largely driven by peer-reviewed original re-
search, so we sought to determine the representation of female physician-investiga-
tors among the authors of selected publications during the past 35 years.

Methods

Original articles from six prominent medical journals — the New England Journal 
of Medicine (NEJM), the Journal of the American Medical Association (JAMA), the Annals of 
Internal Medicine (Ann Intern Med), the Annals of Surgery (Ann Surg), Obstetrics & Gynecology 
(Obstet Gynecol), and the Journal of Pediatrics (J Pediatr) — were categorized according 
to the sex of both the first and the senior (last listed) author. Sex was also deter-
mined for the authors of guest editorials in NEJM and JAMA. Data were collected for 
the years 1970, 1980, 1990, 2000, and 2004. The analysis was restricted to authors 
from U.S. institutions holding M.D. degrees.

Results

The sex was determined for 98.5 percent of the 7249 U.S. authors of original research 
with M.D. degrees. The proportion of first authors who were women increased 
from 5.9 percent in 1970 to 29.3 percent in 2004 (P<0.001), and the proportion of 
senior authors who were women increased from 3.7 percent to 19.3 percent (P<0.001) 
during the same period. The proportion of authors who were women increased 
most sharply in Obstet Gynecol (from 6.7 percent of first authors and 6.8 percent of 
senior authors in 1970 to 40.7 percent of first authors and 28.0 percent of senior 
authors in 2004) and J Pediatr (from 15.0 percent of first authors and 4.3 percent 
of senior authors in 1970 to 38.9 percent of first authors and 38.0 percent of senior 
authors in 2004) and remained low in Ann Surg (from 2.3 percent of first authors and 
0.7 percent of senior authors in 1970 to 16.7 percent of first authors and 6.7 percent 
of senior authors in 2004). In 2004, 11.4 percent of the authors of guest editorials 
in NEJM and 18.8 percent of the authors of guest editorials in JAMA were women.

Conclusions

Over the past four decades, the proportion of women among both first and senior 
physician-authors of original research in the United States has significantly increased. 
Nevertheless, women still compose a minority of the authors of original research 
and guest editorials in the journals studied.
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During the past four decades, the 

participation of women in medicine has 
increased dramatically. Women now rep-

resent 49 percent of all medical students,1 as com-
pared with 6 percent in 1960.2 Overall, 25 percent 
of practicing physicians in the United States are 
women,3 and women now make up 32 percent of 
full-time medical faculty members.4 However, 
there is considerable evidence that women con-
tinue to be underrepresented in the top tiers of 
academic medicine.5-7 Women currently make up 
10 percent of medical school deans, 11 percent of 
department chairs, and 14 percent of full profes-
sors among the clinical faculty in medical schools.4 
Women last composed 14 percent of all medical 
students in 1972.8 In addition, only 10 percent of 
female clinical faculty members as compared with 
28 percent of male clinical faculty members are 
full professors.4 Figure 1 depicts the number of fe-
male faculty members who served as professors 
and role models for both male and female resi-
dents in the main medical specialties in 2004. For 
example, in internal medicine, the ratio of resi-
dents to female professors was 31 to 1; this ratio 
was 44 to 1 with the inclusion of fellows.9,10

Publication in medical journals is an important 
measure of academic productivity. It is also highly 
emphasized in the academic promotion process 
and an important means by which the academic 

medical community communicates. Although sev-
eral survey studies have suggested that female 
faculty members may be less likely to publish aca-
demic papers than their male colleagues,11,12 other 
studies have not found apparent differences.13-15 
Few studies have attempted to quantify the sex 
distribution of authors of published research, and 
those that have done so have focused on the fields 
of otolaryngology16 and epidemiology17 or on au-
thors of research published in journals outside 
the United States.18,19 In this study, we examined 
whether there was a “gender gap” in the author-
ship of six prestigious medical journals in the 
United States and we sought to quantify its mag-
nitude. In addition, we examined the patterns of 
change in this gap over time and variations ac-
cording to specialty area. We focused on published 
original research in these journals from 1970 to 
the present. We also assessed the sex composition 
of authors of guest editorials published during the 
same period.

Me thods

Data Collection

We focused on the four medical specialties that 
have traditionally constituted the core clerkships 
in the education of medical students. These spe-
cialties, which together include the largest pro-
portion of practicing physicians, include internal 
medicine, surgery, pediatrics, and obstetrics and 
gynecology. Journals were selected on the basis 
of “impact factors,”20,21 citation half-life,20 and com-
ments solicited from faculty members regarding 
the long-term prestige and importance of the 
various journals in their fields. Six prominent 
medical journals published in the United States 
were included in this study: the New England Jour-
nal of Medicine (NEJM), the Journal of the American 
Medical Association (JAMA), the Annals of Internal Medi-
cine (Ann Intern Med), the Annals of Surgery (Ann Surg), 
Obstetrics & Gynecology (Obstet Gynecol), and the Jour-
nal of Pediatrics (J Pediatr). 

All original articles published in 1970, 1980, 
1990, 2000, and 2004 were included in the data 
set. For each of these articles, we determined both 
the first and senior (last listed) authors’ sex, gradu-
ate degrees, and institutional affiliation. An au-
thor’s sex was determined by initial inspection 
of his or her first name. For cases in which an 
author’s sex was not certain, attempts were made 
to discern the sex by visiting the institutional Web 
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Figure 1. Sex Distribution of Clinical Faculty Members and Resident 
Physicians in Medical Specialties, 2004.

Data from the Association of American Medical Colleges indicate that a rel-
atively small absolute number of female faculty members serve as profes-
sors and role models for the large number of both male and female resi-
dents in the main medical specialties.
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site and performing Internet searches with the use 
of the Google search engine.

Also included and separately identified in the 
study were guest editorials in the two nonspecialty 
journals, NEJM and JAMA. Only editorials authored 
by persons other than editorial-board members 
were considered for analysis. In the rare cases in 
which editorials were written by more than two 
authors, our analysis included just the first and 
last authors.

Statistical Analysis

Our analysis was restricted to investigators from 
U.S. institutions who held an M.D. degree. The 
tabulated data were stored in a Microsoft Access 
database and analyzed (with the use of SAS soft-
ware, version 9.1) to determine the sex distribu-
tions of the first and senior (last listed) authors 
of original articles for each journal and the sex 
distributions of authors of guest editorials in NEJM 
and JAMA. The Cochran–Armitage trend test was 
used to test for the trend over time. Reported P val-
ues pertain to the significance of trends over time 
in these data.

R esult s

Authorship of Original Research

A total of 7249 authors of original articles who 
held M.D. degrees and were from U.S. institutions 
were identified in the six journals during the years 
studied; 3872 were first authors, and 3377 were 
senior authors. The sex of the author was deter-
mined for 98.5 percent. Overall, 15.9 percent of the 
first authors and 10.3 percent of the senior authors 
were women. An analysis of the data according 
to year demonstrated significant gains by female 
physician-investigators since 1970 (Fig. 2). The 
proportion of women serving as first authors of 
published original research in these journals in-
creased from 5.9 percent to 29.3 percent, and the 
proportion of women serving as senior authors 
increased from 3.7 percent to 19.3 percent. The data 
also suggested that this momentum may be reach-
ing a plateau.

Significant trends of increased female repre-
sentation were evident for each of the six jour-
nals during the 35-year period (Table 1). The pro-
portions of first and senior authors who were 
women increased most sharply in the specialty 
journals of obstetrics and pediatrics and remained 
low in the journal having to do with surgery. In 

2004, in the three general medical journals (Ann 
Intern Med, NEJM, and JAMA) collectively, female 
physicians made up 23.2 percent of the first au-
thors and 12.7 percent of the senior authors of 
original research articles.

Of the U.S. authors in the years studied, 181 
first authors held both M.D. and Ph.D. degrees 
and 236 senior authors held both M.D. and Ph.D. 
degrees. In this subgroup, the sex distribution 
over time was similar to that in the overall data 
set. Among the first authors holding both M.D. 
and Ph.D. degrees, 7.7 percent were female in 
1970, 6.7 percent in 1980, 10.0 percent in 1990, 
20.0 percent in 2000, and 17.9 percent in 2004 
(P for trend = 0.05). Of the senior authors hold-
ing both M.D and Ph.D. degrees, 3.7 percent were 
female in 1970, 0 percent in 1980, 12.5 percent 
in 1990, 22.9 percent in 2000, and 9.3 percent in 
2004 (P for trend = 0.02).

Sex of Authors of Guest Editorials

We determined the sex of 99.6 percent of the 808 
U.S. investigators with an M.D. degree who served 
as first or senior (last listed) authors of guest edi-
torials in NEJM and JAMA during the years stud-
ied. During this period, of the 514 authors of guest 
editorials in NEJM, women made up 8.8 percent 
overall and 1.5 percent in 1970, 2.4 percent in 1980, 
9.7 percent in 1990, 20.4 percent in 2000, and 11.4 
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Figure 2. Female Physician-Investigators Who Were First and Senior 
Authors of Published Original Research.

In the six journals studied, the representation of women among first and 
senior authors of published original research increased during the past four 
decades. The cumulative trends over time are depicted by curves showing 
female representation among students enrolled in medical school and 
among professors on medical school faculties (data on faculty rank accord-
ing to sex were not available from the Association of American Medical 
Colleges for 1980, 1970, or 1960).
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percent in 2004 (P for trend <0.001). Sex was de-
termined for 291 of the 294 U.S. authors of guest 
editorials with M.D. degrees in JAMA during the 
years studied. Of these 291 authors, women made 
up 10 percent overall and 0 percent in 1970, 2.0 
percent in 1980, 7.4 percent in 1990, 10.0 percent 
in 2000, and 18.8 percent in 2004 (P for trend 
<0.001).

Discussion

Advancement in academic medicine is largely 
contingent on productivity and the measured ex-
ternal influence of one’s scholarly work. Objec-
tive measures of the effect of one’s work include 
the publication of original research in prominent 
journals and invitations by editors to provide sci-
entific opinions on the published research of oth-
ers. In this study, we focused on six medical jour-

nals chosen specifically for their prominence and 
high visibility to medical students, residents, and 
fellows. We found that from 1970 to 2004, the pro-
portion of women among the U.S. physician-
authors of original research in these journals in-
creased from 5.9 percent to 29.3 percent of first 
authors and from 3.7 percent to 19.3 percent of 
senior authors. The magnitude of change for both 
groups was highest for J Pediatr and Obstet Gynecol 
and lowest for Ann Surg; these findings may have 
reflected, at least in part, the numbers of women 
entering these fields.

Despite these positive overall findings, the 
results also raise potential areas of concern. Al-
though the proportion of women among authors 
has increased over time, the data suggest a possi-
ble lack of continued momentum among both first 
authors and senior authors in 2004 as compared 
with 2000. The data also suggest that a gender 

Table 1. Representation of Female Physician-Investigators among First and Senior Authors of Published Original Research in Six 
U.S. Journals.*

Variable 1970 1980 1990 2000 2004 P Value

number/total number (percent)

Overall

First author  58/982 (5.9) 67/810 (8.3) 137/814 (16.8) 169/614 (27.5) 178/607 (29.3) <0.001

Senior author  29/783 (3.7) 25/692 (3.6) 69/681 (10.1) 106/578 (18.3) 112/580 (19.3) <0.001

NEJM

First author    8/188 (4.3) 14/117 (12.0) 23/143 (16.1) 23/110 (20.9) 13/92   (14.1) <0.001

Senior author   6/153 (3.9) 3/108 (2.8) 11/122 (9.0) 13/106 (12.3) 11/97   (11.3) <0.001

JAMA

First author  13/227 (5.7) 7/151 (4.6) 25/125 (20.0) 26/121 (21.5) 30/113 (26.5) <0.001

Senior author   5/173 (2.9) 3/128 (2.3) 13/102 (12.7) 19/115 (16.5) 16/118 (13.6) <0.001

Ann Intern Med

First author    5/107 (4.7) 8/126 (6.3) 13/106 (12.3) 15/44   (34.1) 17/54   (31.5) <0.001

Senior author   5/93   (5.4) 4/115 (3.5) 4/92   (4.3) 11/43   (25.6) 7/52   (13.5) 0.009

Ann Surg

First author    4/175 (2.3) 7/168 (4.2) 7/135 (5.2) 13/110 (11.8) 15/90   (16.7) <0.001

Senior author   1/153 (0.7) 1/149 (0.7) 1/117 (0.9) 2/101 (2.0) 6/89   (6.7) 0.034

Obstet Gynecol

First author  12/178 (6.7) 13/161 (8.1) 45/227 (19.8) 62/164 (37.8) 61/150 (40.7) <0.001

Senior author   8/117 (6.8) 6/116 (5.2) 29/185 (15.7) 41/140 (29.3) 37/132 (28.0) <0.001

J Pediatr

First author  16/107 (15.0) 18/87   (20.7) 24/78   (30.8) 30/65   (46.2) 42/108 (38.9) <0.001

Senior author   4/94   (4.3) 8/76   (10.5) 11/63   (17.5) 20/73   (27.4) 35/92   (38.0) <0.001

* The analysis was restricted to authors from U.S. institutions holding an M.D. degree or equivalent for whom sex could be determined.
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gap in authorship remains, particularly among 
senior authors and editorial commentators.

Of the many possible explanations for our find-
ings, one factor that probably explains at least 
some of the gender gap observed is that the pool 
of female faculty members who are eligible to 
serve as senior authors or editorial commentators 
remains limited. Nonnemaker examined the rates 
of academic advancement of men and women 
among different cohorts of U.S. medical school 
faculties from 1979 through 1997.7 The study re-
vealed that the numbers of women advancing to 
the ranks of associate and full professor were sig-

nificantly lower than expected. Longitudinal data 
from the American Association of Medical Col-
leges seem to reaffirm this finding (Table 2).4,8,22-24 
In 2004, women made up only 19 percent of as-
sociate and full professors on the clinical faculties 
of medical schools.9 The low overall percentage of 
female senior authors in 2004 — 19 percent in 
the six journals studied — may reflect this small-
er pool of senior faculty members who are wom-
en. Similarly, the low percentage of women among 
authors of guest editorials may indicate that there 
is a limited pool of women who have achieved suf-
ficient international recognition and expertise to 

Table 2. Academic Rank of Clinical Faculty in Main Specialties, According to Sex.*

Variable 1990 1995 2000 2005

% women

Overall

Medical students 36 39 43 47

Instructors 38 44 46 —

Assistant professors 27 32 35 38

Associate professors 16 20 23 27

Professor 7 9 11 14

Internal Medicine

Instructors 33 37 41 —

Assistant professor 23 29 33 36

Associate professor 11 17 20 24

Professor 5 6 9 12

Obstetrics and gynecology

Instructor 56 65 66 —

Assistant professor 34 43 47 53

Associate professor 14 21 27 34

Professor 7 9 12 16

Pediatrics

Instructor 55 60 64 —

Assistant professor 41 48 51 53

Associate professor 26 32 34 40

Professor 15 17 19 22

Surgery

Instructor 21 29 31 —

Assistant professor 12 15 17 21

Associate professor 6 8 9 12

Professor 2 3 4 6

* Data are from the Association of American Medical Colleges.4,8,22-24 Bold face values reflect a superimposed 20-year 
pipeline to full professor from an estimated year of graduation from medical school of 1985. Thirty percent of gradu-
ates from U.S. medical schools in 1985 were women. Data on instructor-level appointments according to sex were 
available in the Association of American Medical Colleges Data Books for 1990, 1995, and 2000, but not 2005.
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merit these invitations. Since the pool is limited, 
senior women may also be inundated with aca-
demic activities and may find it necessary to de-
cline invitations more often, notwithstanding the 
potential for prestige and influence.

Several studies have explored the basis for the 
gender gap in academic medicine. In a study by 
Yedidia and Bickel,25 three important barriers to 
the academic advancement of women were iden-
tified from interviews of department chairs — the 
constraints of traditional sex roles, manifestations 
of sexism in the medical environment, and lack 
of effective mentors. Carr et al. reported that fe-
male faculty members who had children published 
less and had less institutional support than did 
male colleagues who had children.26 In addition, 
a study of female faculty members in the School 
of Science at the Massachusetts Institute of Tech-
nology found unanticipated patterns of inequity 
relative to the allocation of resources, space, sal-
ary, outside professional activities, and positions 
of influence.27

Some of the gap observed may also stem from 
career choices made by men and women. Studies 
have documented differences in career preferences 
between male and female medical students,28,29 
and women may devote more of their working 
time to teaching and clinical activity than to re-
search.30 Some have also speculated that women 
may have different priorities regarding the bal-
ance between work and other pursuits,31-33 al-
though recent studies have suggested that a bal-
ance between work and other activities is as 
important to men as it is to women, at least among 
younger physicians.34-36 Ultimately, Nonnemaker 
found that fewer women were choosing academic 
career paths in the late 1990s.7

Finally, it has been suggested that the most 
productive period of women’s careers is delayed, 

and this delay conflicts with traditional tenure 
clocks.37 Strategies like the National Institutes 
of Health supplements to promote reentry into 
biomedical and behavioral research careers are 
grounded in the assumption that measures that 
help women to address these issues of timing 
may promote their more equal participation in 
academic medicine. On the basis of a similar logic, 
it may also be appropriate to consider making 
awards for career development independent of 
the number of years since medical school or since 
one’s first faculty appointment.

Given the design of our study, we were unable 
to assess the contribution of productivity, career 
choice, or other possible factors to the gender gap 
in authorship in the journals we studied. Future 
research should explore these questions, since it 
is only through analysis of the underlying forces 
that this gap in academic medicine may be un-
derstood. Faculty diversity is valuable in promot-
ing new insights into and approaches to medical 
research, so efforts to increase the representation 
of women in academic medicine should be ground-
ed in rigorous, evidence-based analysis.

Our findings validate the perception that 
although women have made substantial strides 
in the past four decades, a gender gap remains 
among the authors of original articles in presti-
gious academic medical journals. Further inves-
tigation is necessary to understand more fully the 
causes for this gap, including the possibility that 
certain barriers may impede women’s participa-
tion as authors early in their careers and in turn 
may diminish the pool of female senior faculty 
members who may serve in prominent authorship 
positions.

Presented in part at the Society for General Internal Medicine 
Annual Meeting, New Orleans, May 13, 2005.

No potential conflict of interest relevant to this article was 
reported. 
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Background: Research on addiction treatment utilization in indi

gent samples mainly has been retrospective, without measures of
 
addictive consequences, social network influences, and motivation.
 
Prospective assessment of factors influencing utilization could in

form policy and clinical care.
 
Objective: We sought to identify factors associated with utilization
 
of addiction treatment and mutual help groups among substance

dependent persons with high rates of homelessness.
 
Research and Methods: This was a prospective cohort of patients
 
detoxified from alcohol or drugs at baseline who were followed for
 
2 years in a randomized clinical trial of linkage to primary care (n =
 

274). Outcomes included utilization of InpatientJResidential, Out

patient, Any Treatment, and Mutual Help Groups. Predictor vari

ables in longitudinal regression analyses came from the literature
 
and clinical experience, organized according to theoretical catego

ries of Need, and non-Need (eg, Predisposing and Enabling).
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Results: Many subjects used InpatientJResidential (72%), Outpa
tient (62%), Any Treatment (88%) or Mutual Help Groups (93%) at 
least once. In multivariable analyses, addictive consequences (odds 
ratio [OR] 1.38, 95% confidence interval [CI] 1.12-1.71), motiva
tion (OR 1.32, 95% CI 1.09-1.60), and female gender (OR 1.80, 
95% CI 1.13-2.86) were associated with most treatment types (ORs 
are for Any Treatment). Homelessness was associated with Resi
dentiallInpatient (for Chronically Homeless vs. Housed, OR 1.75, 
95% CI 1.04-2.94). Living with one's children (OR 0.51, 95% CI 
0.31-0.84) and substance-abusing social environment (OR 0.65, 
95% CI 0.43-0.98) were negatively associated with Any Treatment. 
Conclusions: In this cohort of substance-dependent persons, addic
tive consequences, social network variables, and motivation were 
associated with treatment utilization. Non-need factors, including 
living with one's children and gender, also were significant. 

Key Words: homelessness, substance abuse, utilization, 
longitudinal 

(Med Care 2006;44: 225-233) 

Substance abuse and dependence affect 22 million Ameri
cans/ with effects on health and life-functioning, includ

ing unemployment, disrupted relationships, and homeless
ness.? Treatment can be effective, depending on the particular 
addictive problem and population.i" However, in the United 
States, where only one-fourth of persons needing treatment 
obtain it," a compelling challenge lies in the identification of 
factors affecting treatment utilization." A national shortfall in 
treatment availability" likely accounts for the magnitude of 
the discrepancy between the population needing treatment 
and the population receiving it. This factor alone, however, 
does not explain why some persons with addictions seek and 
find treatment and others do not effectively seek treatment. 

In this study, the housed and homeless urban poor drew 
our attention in part because of the devastating impact of 
substance abuse in inner-city populations and because of 
national commitments to eliminating health disparities" and 
chronic homelessness.'? 

Research on general community samples shows that 
interpersonal consequences of addiction and social network 
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factors are associated with treatment-seeking.U'V For in
stance, utilization is higher in substance abusers with greater 
negative consequences and social pressure to seek treatment 
and reduce misuse. 12 Whether such factors predict treatment 
utilization in poor, marginally housed, and homeless persons 
is less well-studied. A survey of soup kitchen clients (n = 
190) found that drug problem recognition, desire for help, 
severity of substance use, and childcare responsibilities were 
positively related to motivation for treatment. That study, 
however, was not designed to test whether these factors 
affected utilization. 13 

Studies of indigent and/or homeless samples suggest 
that sociodemographic factors, including race and insurance, 
are associated with addiction treatment utilization. 14, 15 These 
reports, however, lacked measures of addictive consequences, 
social network support for abstinence, or motivation for treat
ment (ie, factors relevant in general community samples). 
Additionally, although mutual help (eg, 12-step) groups may 
reduce substance misuse, few studies profile factors associ
ated with participation among the urban poor. 

Given these research gaps, we examined factors asso
ciated with utilization of formal addiction treatment and 
mutual help groups in an urban cohort of substance-depen
dent persons recruited from a publicly-funded detoxification 
unit and followed for 2 years as part of a randomized 
controlled trial of linkage to primary care.l'' We examined 
whether indicators of need and motivation predicted treat
ment, compared with non-need factors such as insurance or 
sociodemographics. 

Our conceptual framework was the Behavioral Model 
for Vulnerable Populations, which arranges predictors of 
utilization in categories of ~redisposing, enabling/disabling, 
and need-related variables.I .18 Predisposing characteristics 
typically include sociodemographics as well as life circum
stances. Enabling/disabling characteristics have positive or 
negative instrumental relationships to the utilization under 
study, eg, insurance, transportation or social support. Need 
variables encompass objectively measured and subjectively 
assessed need for treatment. In light of a national commit
ment to resolve disparities in health care, we also assessed 
whether utilization met the Behavioral Model's proponents' 
criteria for equity, which is said to exist when need, as 
opposed to non-need (eg, race, insurance), characteristics 
account for utilization.!? 

This exploratory analysis attempted to improve upon 
existing research by focusing on the urban poor, including 
measures of addiction severity and consequences, motivation 
for change, social network support for abstinence, as well as 
essential sociodemographic variables, such as insurance, 
race, and homelessness. 

METHODS 
Data came from a clinical trial, conducted among urban 

alcohol and drug-dependent persons without primary care, 
recruited from a single urban residential (3-5 day) alcohol 
and drug detoxification unit. The trial intervention, a 90
minute clinical session conducted onsite before discharge, 
including a scheduled appointment, resulted in 69% of the 

intervention group obtaining a primary care visit, versus 53% 
of controls.16 Subjects provided information regarding demo
graphic, social, and health status, and were sought for fol
lOW-Up interviews at 6-month intervals over the course of 
2 years. 

All subjects provided informed consent. This research 
was approved by the Institutional Review Boards of Boston 
Medical Center and the University of Alabama at Birming
ham. Additional confidentiality was secured by issuance of a 
Certificate of Confidentiality from the Department of Health 
and Human Services to protect subjects from release of 
research data even under a court order or subpoena. 

Study Sample 
Trial eligibility criteria were: age older than 17 years 

and designation of alcohol, heroin, or cocaine as the sub
stance of first or second choice. Exclusions were having a 
primary care provider; Mini-Mental State Examination/" 
score <21; nonfluent in English or Spanish; <3 contacts to 
facilitate follow-up; or plans to leave the Boston area within 
24 months. Of 642 eligible subjects, 470 (73%) participated. 

Eligibility for the present analysis of addiction treat
ment utilization required completion of the baseline interview 
and at least 2 of 4 follow-up assessments (6, 12, 18, and/or 24 
months). This requirement assured that analyzed subjects had 
adequate opportunity to be assessed. Moreover, it permitted 
categorization of housing status based on 3 longitudinal 
observations per subject, an approach approximating the U.S. 
federal definition for chronic homelessness'" and demon
strated to capture a unique subgroup within this cohort.F Of 
470 trial entrants.!" 301 (64%) had sufficient follow-up. An 
additional 27 subjects were excluded because of missing 
covariates, leaving 274 (58% of trial entrants) for analysis. 
We compared these 274 subjects to those not included (n = 
196) to assess potential for selection bias. Included and 
excluded subjects did not differ according to baseline housing 
status, age, gender, employment, substance of choice, number 
of chronic or episodic medical conditions, alcohol severity, 
suicidal ideation or intent, or social network variables (all 
P > 0.1, data not shown). Among included subjects, 52.6% 
had received the 90-minute trial intervention promoting link
age to primary care, compared with 46.4% of excluded 
subjects (P = 0.19). Included subjects differed from excluded 
subjects by race/ethnicity (df = 3, P = 0.01 in comparisons 
across 4 race/ethnicity groups); they were more likely to be 
black (53% vs. 37%) and less likely to be white (32% vs. 
43%) compared with excluded subjects. Included subjects 
were more likely to identify cocaine (38% vs. 27%) and less 
likely to identify alcohol (36% vs. 44%) as substance of 
choice (df = 2, P = 0.05). Accordingly, included subjects 
had higher drug severity (mean Addiction Severity Index! 
drug score 0.3 vs. 0.2, P = 0.01). 

To assess whether restriction to subjects providing 
baseline plus 2 follow-up observations affected analytic re
sults, we performed a sensitivity analysis, repeating all mod
els including all subjects with 2=1 follow-up (n = 374, 80% 
of sample), operationalizing housing status as a time-varying 
covariate (see below). Major findings were similar except 
where noted in the Results. 
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Outcome Variables 
We modeled 4 outcomes (Residential/Inpatient Treat

ment, Outpatient Treatment, Mutual Help Group, and Any 
Treatment) based on self-report at baseline and 2 follow-ups. 
Residential/Inpatient Treatment was whether, during the past 
6 months "or since we last met," subjects had spent I or more 
nights in programs including "halfway house or other resi
dential facility," or "holding units" (eg, stabilization pro
grams'"), exclusive of detoxification facilities. Outpatient 
Treatment was contact with day treatment or outpatient pro
grams (methadone programs not included), or addiction 
counseling from a substance abuse counselor, doctor, or 
health care worker. For both treatments, subjects were cued 
with lists of known programs (and could add others). Mutual 
Help Group was self-reported attendance at AA, NA, or 
"self-help groups." Any Treatment encompassed either inpa
tient or outpatient treatment or methadone (but not mutual 
help). This latter variable offered an "overall" result and 
permitted partial corroboration by an administrative indicator 
from the same period. Administrative records, from Massa
chusetts Bureau of Substance Abuse Services, were suscep
tible to incomplete reporting by treatment programs (Personal 
Communication, Teresa Anderson, Director of Statistics and 
Evaluation in the Center for Community Health, Common
wealth of Massachusetts, 6/29/05). We observed fair agree
ment between self-report and administrative sources (overall 
kappa = 0.29, 95% confidence interval [cl] 0.24-0.35).24 
Review of these data confirmed that discrepancies dispropor
tionately entailed positive self-report without administrative 
confirmation (all P < 0.0001 by McNemar test), consistent 
with our expectation. These findings suggest the self-report 
outcomes were valid. 

Predictor Variables 
Potential predictors of utilization derived from the 

Behavioral Model for Vulnerable Populations, 18 as guided by 
relevant utilization literaturev'i'P and our clinical observation. 
From the model's categories of Predisposing, Enabling, and 
Need, we chose 17 variables for inclusion in logistic regres
sion analyses. 

All subjects met criteria for needing treatment by virtue of 
the detoxification admission. Postdetoxification linkage to treat
ment is a quality target for behavioral health providers?S,26 The 
National Institute on Drug Abuse states that detoxification 
itself is "only the first stage" and a potential "precursor" to 
effective treatment.' Accordingly, we modeled Treatment 
Need-related variables for their relation to whether treatment 
was used, including: Addiction Severity Index drug and 
alcohol composite scores (emphasizing intensity of use),27 
addictive consequences (total from the Inventory of Drug Use 
Consequences, a self-reported inventory of social/intraper
sonai/physical consequences of substance misuse.r") and hav
ing 2: 1 problem substance at baseline. Designation of a 
"problem substance" was based on use of a drug (or alcohol, 
to intoxication) 5 or more days in the prior 30, or 2:3 times 
weekly for 1 year. 

Subjective, patient-assessed treatment need, although 
not directly measured, was partly reflected by the "taking 
steps" subscale of the Stages of Change Readiness and 
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Treatment Eagerness Scale (SOCRATES) instrument mea
suring motivation to change addictive bebavior." Appendix I 
provides detailed profiles for these psychobehavioral scales. 

Predisposing variables included age, gender, and race 
(white vs. nonwhite). We devised housing status to approximate 
the federal definition for chronic homelessness using 3 observa
tions per subject." This definition incorporates persons with 
recurrent homeless episodes over a period of years, and a 
disabling condition, which by regulation includes addiction. At 
baseline and follow-up, subjects retrospectively estimated the 
number of nights in "an overnight shelter" and "on the street, 
without shelter" (both contributing to homeless nights) during 
the preceding 6 months or since last interview. A subject was 
"chronically homeless" based on reporting I night or more 
homeless at all 3 longitudinal assessments, and ''transitionally 
homeless" if only I or 2 assessments included homeless nights. 
The qualifying "disabling condition" was addiction. A previous 
report demonstrates that among addicted persons, these 3 cate
gories differ robustly with respect to mental-health related qual
ity of life (worst for tile chronically homeless), a contrast 
reflecting differences in physical and psychiatric illness, in social 
support, and in severity of addiction.F 

Enabling/Disabling variables were health insurance, an 
overnight medical hospitalization (a potential treatment referral 
source), and social network factors favoring substance use 
(2:50% of "people you spend time with" use drugs or are 
heavy/problem drinkers), or abstinence (2:50% of people "you 
spend time with support your sobriety or abstinence"). Because 
we had observed clinically that cognitive and health factors 
sometimes resulted in patients being redirected within (or out ot) 
the addiction treatment system, cognitive statusr" and mental 
and Ehysical component summaries of the Short Form-36 (SF
36)3 were treated as "enabling/disabling." We included "lived 
with children" as a plausible proxy for childcare or familial 
responsibilities, a barrier to treatment in some reports.'! 

Analysis 
For descriptive purposes, we computed the percentage 

of subjects reporting utilization of each treatment type at any 
1 of the 3 study interviews. We constructed 4 separate logistic 
regression models, I for each treatment outcome: Residential/ 
Inpatient, Outpatient, Mutual Help Group, and Any Treat
ment. Each subject contributed 3 observations over time for 
models shown (including baseline). To account for correla
tion due to repeated observations on each subject, a general
ized estimating equation (GEE?2 approach with an indepen
dence working correlation matrix was used (SAS PROC 
GENMOD). The empirical standard errors from the GEE 
models are reported. Each regression model included all 17 
potential predictors and time of observation, a continuous 
variable ranging from 0 (baseline) to 24 months. On the basis 
of the number of observed treatment utilization events, there 
was sufficient data to include all independent variables in 
each model and maintain model stability. We permitted all 
predictors to vary over time except those that were unchange
able (eg, gender) and housing status, which was based on 3 
observations per subject in these models (subsequently tested 
as a time-varying covariate in sensitivity analyses). We tested 
correlations between pairs of independent variables, and no 
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pair of variables included in the same model was highly 
correlated (r > 0040). Because data came from a randomized 
controlled trial of facilitated primary care appointments.l'' 
models were repeated including randomization status; find
ings were not materially altered (data not shown). Odds ratios 
(ORs) were generated for each predictor based on contrast 
tests" To facilitate comparisons, we z-transformed most 
continuous variables (except age), producing ORs for a 
l-standard deviation increase in each continuous predictor. 

Sensitivity Analyses 
The main analyses are for self-reported utilization end

points (reflecting the prior 6 months or time since last 
interview) in relation to predictors that included (l) static 
characteristics (eg, gender), (2) characteristics determined 
over various time frames (eg, housing status), and (3) behav
ior/attitudemeasures that mayor may not reflect prior behavior/ 
attitude (eg, addiction severity). An assumption of this ap
proach is that behavior/attitude characteristics, measured at 
the same time as the self-reported treatment utilization, could 
function as independent variables in the prediction of treat
ment utilization (ie, within the last 6 months) even when, 
technically, the behavior/attitude instrument (eg, addictive 
consequences) was administered at the end of the observation 
interval, potentially after the treatment episode being pre
dicted. This approach maximized power and assured tempo
ral proximity of predictors to utilization. As a sensitivity 
analysis, we repeated the final models for our 274-subject 
cohort, lagging outcomes relative to predictors (ie, predictors 
could have been 6, 12 or 18 months prior to utilization 
outcomes, with 50% :5200 days), excluding baseline utiliza
tion outcomes from analysis. 

RESULTS 
Subjects (n = 274) were followed a median 15.0 

months, interquartile range 12.2-19.6. They were mainly 
middle-aged (median 35.0 years, interquartile range 31.0
41.0), male (76%), nonwhite (67.5%, with 53% black) and 
single (92%) (Table 1). Substances of choice were alcohol 
(36%), cocaine (38%), and heroin (26%), but 88% of subjects 
qualified as having 1 or more "problem substances" based on 
excess use. Of the 274 subjects, 60 (22%) and 108 (39%) 
were chronically and transitionally homeless, respectively. 
Chronically homeless subjects had a median 6.5 months 
homeless during 5 years before baseline compared with 1.0 
month for transitionally homeless subjects. 

Treatment Use 
The percentage of subjects reporting each treatment at 

least once was 72% (Residential/Inpatient), 62% (Outpa
tient), 93% (Mutual Help), and 88% (Any). In multivariable 
analyses of treatment or mutual help group utilization, sig
nificant predictors emerged from the Need, Predisposing and 
Enabling/Disabling categories. 

As Table 2 shows, among treatment need variables, the 
addictive consequences (InDUC) total score28 was positively 
associated with formal treatment (Residential/Inpatient, Outpa
tient, Any Treatment), and Mutual Help Groups, whereas the 
drug and alcohol composite scores of the Addiction Severity 

Index were not. Higher motivation was positively associated 
with all utilization endpoints but associations were significant 
only for ResidentiallInpatient, Any Treatment and Mutual Help 
Groups. 

Among predisposing variables, Chronically and Transi
tionally Homeless status (compared with Housed) were both 
associated with ResidentiallInpatient Treatment, but housing 
status was not associated with the other endpoints. Female 
gender was associated with Outpatient Treatment and with Any 
Treatment. We also found a strongly positive association be
tween white (vs. nonwhite, 79% of whom were black) race and 
Mutual Help Groups (OR 2.67, 95% Cl 1.58-4.50). 

Among several significant enabling/disabling variables, 
the variable most consistently and positively associated with 
treatment utilization was health insurance, with the ORs for 
insured compared with noninsured subjects ranging from 
1.64 to 2.81 across the 5 treatment outcomes (all P < 0.01), 
a finding that did not hold up in sensitivity analyses (see 
below). We also noted that having lived with one's children 
in the last 6 months was associated with reduced odds for all 
formal treatment utilization endpoints (OR's ranging from 
0043 to 0.53) except for Outpatient (OR 1.04, 95% CI 0.64
1.71); it was also associated with a reduced odds of utilizing 
Mutual Help groups (OR 0.53, 95% CI 0.31-0.90). Tests of 
interaction between Living with Children and gender, and 
Living with Children and housing status, were nonsignificant 
when applied to the Any Treatment outcome (P = 0.52 and 
P = 0.14, respectively). 

Also, among enabling/disabling variables, the esti
mated associations between social network factors and utili
zation were consistent across all outcomes in that all ORs 
were greater than 1 for abstinence-supporting and less than 1 
for substance-abusing social network, but 95% confidence 
intervals included 1.0 in several instances (Table 2). An 
overnight medical hospitalization was positively associated 
with Outpatient Treatment and Any Treatment. The inclusion 
of a variable representing trial arm assignment did not change 
these findings materially. 

In sensitivity analyses, when models were broadened to 
include all subjects with at least 1 follow-up (n = 374, or 
80% of the inception cohort), we treated homelessness as a 
time-varying binary variable (ie, the same subject could 
contribute homeless and housed observations). With this 
approach, major findings did not change substantially, except 
that homelessness was no longer associated with Residential/ 
Inpatient treatment (OR 1.17, 95% Cl 0.87-1.57). Lastly, a 
repetition of all models, lagging the utilization endpoints in 
relation to predictors (and dropping utilization endpoints at 
baseline) did not substantially alter the direction of most 
estimated relationships between predictors and outcomes, 
with the exception of insurance, where the estimated positive 
associations became nonsignificant and reversed direction 
(eg, OR for Any Treatment 0.78,95% CI 0.51-1.20). 

DISCUSSION 

Summary 
This analysis demonstrates that contrary to equity

based systems of care, some non-need related factors such as 
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TABLE 1. Baseline Characteristics of 274 Subjects Recruited Total Sample 
Characteristic (n = 274)at Detoxification and Followed for at Least 3 Observations 

Over the Course of 2 Years" 

Total Sample 
Characteristic (n = 274) 

Demographics 

Age, years 

Male, % 

Race/ethnicity 

Nonwhite 

White
 

Married
 

Employed, full-time
 

Randomization group 

Control 

Clinic 

Housing status 

Chronically homeless 

Transitionally homeless 

Housed 

Months homeless, previous 5 years 

Nights homeless, previous 6 months 

Medical status 

No. chronic medical conditions 

No. episodic medical conditions, 
previous 6 months
 

No. emergency department visits,
 
previous 6 months
 

Overnight hospitalization,
 
previous 6 months 

Medical severity scoreI 

Physical Component Summary (PCS) score' 

Substance abuse 

Substance of choice!
 

Alcohol
 

Cocaine
 

Heroin
 

Drug severityt
 

Alcohol severity"
 

Tobacco use
 

Drug and alcohol consequences. total'
 

> 1 problem substance
 

Criminal justice problem related to
 
substance abuse' 

Job problem related to substance abuse" 

Relationship problem related to substance abuse' 

Psychiatric 

Suicide ideation/attempt, ever 

Psychiatric medication, ever 

Depressive symptoms at baseline' 

Physical or sexual abuse, ever·· 

Mini-Mental Status Examination ScoreIt 

SF-36 Mental Component Summary 
(MCS) score' 

Social environment 

Substance-abusing social environment" 

Abstinence-supporting social environment" 

35.0 (31.0-41.0) 

76.3% 

67.5% 

32.5% 

8.0% 

41.2% 

47.4% 

52.6% 

21.9% 

38.7% 

39.4% 

0(0.0-5.0) 

0(0.0-17.0) 

o(0.0-1.0) 

0(0.0-1.0) 

0(0.0-1.0) 

12.4% 

0.4 (0.0-0.7) 

48.8 (39.2-56.4) 

36.1% 

37.6% 

26.3% 

0.3 (0.2-0.4) 

0.5 (0.1-0.8) 

86.9% 

38.0 (33.0-41.0) 

87.6% 

75.6% 

66.8%
 

69.3%
 

30.3%
 
22.6%
 

34.5 (26.0-41.0)
 

71.4%
 

27.0 (25.0-29.0)
 

28.0 (21.6-40.1)
 

67.9% 

38.7% 

Other 

Health insurance 35.8% 

Children 67.0% 

Had lived with children in past 6 months 13.9% 

Motivation (SOCRATES taking steps scale score)ll 36.0 (33.0-39.0) 

·Continuous values are medians, interquartile ranges are given in parentheses. 
IMedical severity, alcohol severity, and drug severity are from the medical. alcohol 

and drug composite scores of the Addiction Severity Index, on a scale of 0 to 1, with 
I indicating greatest severity.I? 

lPhysical component score (PCS) and mental component score (MCS) are com
puted from Short Form_36,30 with 0 indicating lowest and 100the highest health-related 
quality of life, standardized to a United Stares mean of 50 with standard deviation of 10. 

iSubstance of choice was defined on basis of subject's self-report at time of initial 
screening (see Methods section). 

'Total drug and alcohol consequences reflects the total score from the Inventory of 
Drug and Alcohol Consequences, with range from 0 to 45 (higher being worse), and 
separate binary indicators of job. criminal and relationship problem are also derived 
from this instrwnent.28 

IIDepressive symptoms, using the Center for Epidemiologic Studies Depression 
Scale with range from 0 (none) to 60 (maximum depressive symptoms), and 16 or 
greater considered a significant depressive symptom burden." 

··Past history of abuse was based on the subject's response to questions seeking a 
lifetime history of exposure to physical or sexual abuse. 

lIThe Mini-Mental Status score reflects an examiner-administeredtest of cognitive 
function and ranges from 0 (poor) to 30 (good)'>o 

llA substance abusing social environment was designated by subject self-assess
ment that 2: 50% of "people you spend time with" use drugs or are heavy/problem 
drinkers. An abstinence-supporting social environment was designated by subject 
self-assessment that 2: 50% of people "you spend time with support your sobriety or 
abstinence." 

§§Rawscore on the 'Taking Steps' scale from the Stages of Change Readiness and 
Treatment Eagemess Scale instrument, ranging from 8 (low motivation) to 40 (high 
motivationj.i" 

having lived with one's child and nonwhite race were asso
ciated with reduced likelihood, whereas female gender was 
associated with increased likelihood of utilization of some 
addiction treatment types. Our findings were inconclusive 
with regard to insurance in a state (Massachusetts), in which 
treatment generally is more available." and public treatment 
programs facilitated Medicaid applications. Conversely, we 
found meaningful indicators of treatment need (ie, addictive 
consequences and motivation) were positively associated 
with treatment. Additionally, this study extended previously
documented'{ associations between social network support 
for abstinence and treatment utilization to an indigent con
text. 

Non-need Factors: Children, Gender, Insurance 
"Living with children" was associated with robustly 

reduced odds of both inpatient/residential treatment and mu
tual help group use. Speculatively, competing childcare re
sponsibilities may help explain these findings. This conjec
ture is buttressed by the observation that Massachusetts 
provided onsite childcare in outpatient (but not other) treat
ments during this study, and odds of outpatient treatment 
were not reduced by "living with children." Importantly, we 
found no significant interactions between the "children" vari
able and gender or housing status (power was limited for the 
latter), ie, the association between having lived with one's 
children and reduced utilization applied similarly across gen
der and housing groups. We infer that having lived with one's 
children served as a proxy for family responsibilities that 
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TABLE 2. Predictors of Residential, Outpatient, Any Treatment, and Mutual Help Group Utilization Among 274 Subjects 
Recruited at Detoxification and Followed for 3 Observations Over the Course of 2 Years" 

Self-Reported Self-Reported 
Self-Reported Outpatient Treatment Self-Reported Mutual Help 

Residential Treatment (Non-Methadone) Any Treatment Group Treatment 

Need variables 

Substance abuse 

Drug and alcohol consequences (+ I SD)t 

Motivation (SOCRATES, +1 SD)§ 

> 1 problem substance 

Drug severity (+ 1 SD)' 

Alcohol severity (+ I SD)~ 

Predisposing variables 

Housing status" 

Chronically homeless vs. housed 

Transitionally homeless vs. housed 

Chronically homeless vs. transitionally 
homeless 

Demographics
 

Female vs. male
 

Age (10 yr)
 

White vs. nonwhite
 

Medicalf"
 

Physical health (+ I SD)
 

Mental health (+ 1 SD)
 

Enabling variables 

Living with children 

Health Insurance 

Substance-abusing social environment!" 

Abstinence-supporting social environment" 
Overnight medical hospitalization 

Mini-Mental State Examination Score 
(+ISD)tt 

1.38 (1.I2-I.7I)t 

1.32 (1.09-1.6O)f 

1.06 (0.59-1.91) 

0.94 (0.78-1.12) 

0.84 (0.70-1.01) 

1.75 (1.04-2.94)t 

1.79 (1.23-2.62)' 

0.97 (0.59-1.60) 

1.10 (0.72-1.67) 

0.76 (0.60-0.96)t 

1.43 (0.99-2.08) 

1.22 (1.02-1.47)t 

1.09 (0.91-1.31) 

0.43 (0.26-0.69)t 

2.26 (1.61-3.I8]f 

0.84 (0.57-1.24) 

1.37 (0.97-1.92) 

1.07 (0.69-1.66) 

0.96 (0.81-1.15) 

Odds Ratios (95% Confidence Intervals) 

1.44 (U8-1.76)t 1.74 (I.39-2.18)t 1.54 (1.24-1.91)t 

1.18 (0.98-1.41) 1.36 (1.I3-1.64)t 1.34 (1.I0-1.62)t 

1.40 (0.77-2.53) 1.62 (0.86-3.05) 1.80 (0.92-3.49) 

0.84 (0.69-1.03) 0.87 (0.71-1.06) 0.92 (0.72-1.17) 

0.96 (0.80-1.15) 0.90 (0.74-1.08) 0.85 (0.70-1.03) 

0.85 (0.50-1.46) 1.02 (0.60-1.72) 1.21 (0.66-2.2 I) 

0.66 (0.43-1.0I)t 0.97 (0.64-1.45) 0.99 (0.65-1.53) 

1.30 (0.78-2.14) 1.05 (0.65-1.70) 1.21 (0.66-2.25) 

1.72 (1.13-2.61/ 1.80 (1.13-2.86)' 1.07 (0.62-1.83) 

1.15 (0.90-1.46) 0.83 (0.66-1.05) 0.80 (0.62-1.05) 

1.17 (0.77-1. 78) 1.41 (0.94-2.11) 2.67 (I 58-4.5O)f 

0.96 (0.79-1.16) 1.15 (0.95-1.38) 1.07 (0.88-1.31) 

0.89 (0.73-1.09) 0.99 (0.82-1.19) 1.10 (0.89-1.34) 

1.04 (0.64-1.71) 0.51 (0.31--{).84)t 0.53 (0.31--{).9O)f 

2.04 (1.42-2.94)t 2.81 (2.00-3.95)' 2.02 (1.35-3.02)' 

0.64 (0.44-0.93)t 0.65 (0.43--{).98/ 0.59 (0.39--{).9I)t 

1.16 (0.83-1.62) 1.38 (0.98-1.93) 1.61 (1.09-2.39]f 

1.70 (1.I1-2.6O)f 1.68 (1.01-2.80)' 1.32 (0.75-2.34) 

0.98 (0.81-1.18) 0.92 (0.76-1.1 I) 1.07 (0.87-1.30) 

'Fivc longitudinal regression models arc shown, with adjustmcnt for all variables shown in table. 
'Results are statistically significant at the P = 0.05 level. 
ITotal Drug and Alcohol consequences reflects the total score from the Inventory of Drug and Alcohol Consequences, with range from 0 to 45 (higher being worse), and separate 

binary indicators of job, criminal and relationship problem are also derived from this mstrument." 
'Motivation = Raw score on the 'Taking Steps' scale from the Stages of Change Readiness and Treatment Eagerness Scale instrument, ranging from 8 (low motivation) to 40 

(high motivationj.s? 
'Alcohol severity and Drug severity are from the medical, alcohol and drug composite scores of the Addiction Severity Index, on a scale of 0 to 1, with I indicating greatest 

severity.V 
IISubjects were designated "chronically homeless" if they reported homelessness at each of 3 assessments, spaced at least 6 months apart, over the eourse of 2 years. Subjects 

reporting homelessness at 1 or 2 of 3 assessments were designated "transitionally homeless," while subjects reporting no hornelessness were considered "housed" (see Methods). 
"Physical component score (PCS) and mental component score (MeS) arc computed from Short Fonn-36, with 0 indicating lowest andlOO the highest health-related quality 

of life, standardized to a United States mean of 50 with standard deviation of 10.'" 
ItA substance abusing social environment was designated by subject self-assessment that 2:50'% of "people you spend time with" use drugs or are heavy/prohlem drinkers. An 

abstinence-supporting social environment was designated by subject self-assessment that 2.50% of "people you spend time with support your sobriety or abstinence." 
liThe Mini-Mental Status score reflects an examiner-administered test of cognitive function and ranges from 0 (poor) to 30 (goodj.?" 

could vary in specifics from person to person. Even for some 
homeless persons, parental/familial responsibilities may com
pete with treatment. 

The independent association of female gender with 
increased odds of outpatient treatment was unexpected, given 
prior reports of female gender-specific barriers to addiction 
treatment entry." Although psychosocial issues, stigma and 
resource issues could impede women's access to treatment in 
some contexts.P childcare availability may have mitigated 
these issues for some clients. Finally, utilization studies may 

not be directly comparable across localities and treatment 
systems. 

With the exception of Mutual Help Groups, the lack of 
significant race effects in this sample contrasts with prior 
reports from residentially unstable populations. White race 
predicted treatment in Los Angeles," whereas black race was 
associated with treatment in Houston14 and New York sam
ples.36 Race effects likely vary by location. This study's 
positive relationship between white race and Mutual Help 
Groups contrasts with a California sample in which blacks 
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had a higher degree of 12-step affiliation than whites'? Blacks 
in our cohort may have felt less comfortable attending 12-step 
groups in a city where only 25% of residents are black. 

An apparent association between treatment utilization 
and insurance, noted in cross-sectional samples of homeless 

14 IS 36 d h . l' d e. d ifpersons, . . an among persons osprta lZe lor etoxi 
catiorr" did not hold up when insurance was used to predict 
utilization 6-18 months later. Since Massachusetts expanded 
Medicaid eligibility at the time of this cohort, and enrolled 
patients upon entry to the publicly funded treatment system, 
we believe this study's insurance-treatment association is 
consistent with reverse causation, with treatment leading to 
insurance. 

Need-Related Factors: Consequences, 
Motivation, Problem Severity 

Consistent with reports from less marginal popula
tions,12.39 this study shows that personal consequences of 
substance misuse and social network support for abstinence 
are associated with treatment. Consequences were positively 
associated with all treatment types while a substance-abusing 
social environment was negatively associated with outpatient 
treatment, any treatment (self-reported), and mutual help 
groups. Although motivation has been measured in indigent 
samples.!" to our knowledge, this study is the first to show it 
predicts treatment utilization in this context. By contrast, the 
Addiction Severity Index drug and alcohol composite scores, 
heavily influenced by quantity/frequency of use (rather than 
consequencesj.i" did not predict utilization. This pattern of 
results agrees with Tucker's formulation that subjectively
perceived and socially-mediated consequences of addiction, 
rather than use itself, largely account for help-seeking and 
behavioral change/'? 

Homelessness 
The characteristicsof chronic or transitional homelessness 

(previously shown to portend poor health prognosesf and high 
overall service utilization'") were associated with residential! 
inpatienttreatment in our primary analysis. This association may 
reflect both appropriate triage, and homeless clients' response to 
limited housing options. Observational data, trials and reviews 
of the literature suggest that effective addiction treatment of 
homeless persons must address the need for shelter to be 
effective." ,42-44 Our clinical observation has been that some 
housing programs require addiction treatment as a condition 
of entry, reinforcing residential treatment as the "housing 
program of first resort" for many homeless. 

The association between homelessness and residential 
treatment diminished when modeling homelessness as a time
varying binary "state," (permitting the subject to count as 
housed in 1 interval and homeless in another, affecting at 
least 65% of subjects at least once) as opposed to a "trait" 
adduced from 3 observations over time. An interpretation for 
this contrast is that the "trait" approach generates a more 
extreme contrast between housing status groups, eg, the 
"housed" group consists ofpersons who were never homeless 
at any time during the study period. This group proves much 
less likely to use residential treatment. Conversely, treating 
homelessness as a time-varying "state" cannot differentiate a 
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subgroup of stably housed individuals. Future research 
should incorporate the insight that homelessness has plausible 
"state" (eg, one is or one is not homeless on any given night) 
and "trait" attributes (eg, falling out of housed status, even 
once, identifies a distinctly vulnerable sociological c1ass22). 

Strengths and Limitations 
This study's strengths include its use of longitudinal 

data for both treatment and housing status over time. We 
studied residential and outpatient treatments, and mutual help 
group participation, distinctions not addressed in prior studies 
of indigent samples. Our data included detailed, specific 
measures for addiction severity.i? consequences;" social net
work substance use and motivation for treatment." Inclusion 
of these covariates identified consistency in drivers of treat
ment-seeking between this indigent sample and prior reports 
from middle-class samples. I I,12 

Limitations include reliance on self-report. However, 
self-report may be more valid for assessing whether any 
treatment was obtained during an interval'f as opposed to 
treatment quantity. Moreover, administrative data was par
tially corroborative. 

Implications 
These findings have implications for policymakers and 

treatment professionals. Non-need factors associated with 
treatment utilization are troubling and may amount to dispar
ities in care. The reduced odds of treatment associated with 
"living with children" is notable. Most addiction treatment 
programs do not accommodate a subject's parental responsi
bilities; some may assume that for men, or homeless clients, 
that such considerations are irrelevant. Our findings suggest 
that parent-child relationships remain relevant, and further 
research may be necessary to clarify whether adjustments to 
the treatment system, including onsite childcare, could help. 

Increased utilization of residential/inpatient treatment 
among chronically homeless and transitionally homeless (vs. 
consistently housed) persons is consistent with recommenda
tions for this population. 42-44 Further research should assess 
whether residential treatment leads to long-term rehabilitative 
success, or merely serves as a temporary housing substitute. 

Clinicians seeking to spur substance-abusing clients 
into treatment may wish to focus attention on substance abuse 
consequences, motivation for treatment, social network fac
tors and family relationships. Our report suggests that even in 
a context of socioeconomic marginality, treatment-seeking 
behavior is guided in good part by how individuals assess 
substance abuse consequences in their current social context. 
Given these findings, motivational interviewing'" and culti
vation of social network sU,fiJOrt for abstinence are likely to 
enhance treatment-seeking. 
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APPENDIX 1 

Descriptions of Psychologic Instruments 

1. Addiction Severity Index Alcohol Composite
 
Score
 
Description: An interviewer-administered questionnaire as

sessing intensity of alcohol use, and limited measures for
 
consequences (eg, delirium tremens), resulting in a mathe

matical1y calculated, unanchored score (19 items)
 

Example Item: How many times in the last 6 months 
have you had Alcohol DTs? 

Range: 0-1, higher scores indicating greater severity 
Available Reliability in Reference Literature: 3-day 

test-retest Spearman-Brown coefficient among homeless sub
jects: 0.89 

Sources: McLel1an et al,27 Zanis et al48 

Internal Reliability in the present study: Cronbach's 
alpha = 0.92 (Cronbach's Standardized Alpha was computed 
from our data. Reported Alpha's in the literature do not 
consistently indicate whether the value was standardized or 
not.) 

2. Addiction Severity Index Drug Composite Score 
Description: An interviewer-administered question

naire assessing intensity of alcohol use, and limited measures 
for consequences, resulting in a mathematical1y calculated, 
unanchored score (13 items) 

Example Item: How many days in the past 30 have you 
used heroin? 

Range: 0-1, higher scores indicating greater severity 
Available Reliability in Reference Literature: 3-day 

test-retest Spearman-Brown coefficient among homeless sub
jects: 0.93 

Sources: McLel1an et al27 Zanis et al48 

Internal Reliability in the present study: Cronbach's 
alpha = 0.70 

3. CES-D Scale4 9 

Description: A 20-item self-report depression scale 
(self- or interviewer-administered) designed to produce a 
quantitative measure of depressive symptoms. 

Example Item: Please tel1 me how often you have felt 
this way in the last week: "I was bothered by things that 
usual1y don't bother me" with response options: Rarely or 
none of the time, Some or a little of the time, Occasional1y or 
a moderate amount of time, Most or al1 of the time. 

Range: 0-60, with 2=16 considered significant for 
depressive symptoms. 

AvailableReliability in Reference Literature: 2-week test
retest correlation r = 0.51 

Source: Radloff et al49 

Internal Reliability in the present study: Cronbach's 
alpha = 0.89 

4. Inventory of Drug Use Consequences (lnDUC) 
Total Score 

Description: Interviewer-administered 50-item ques
tionnaire to assess adverse consequences of drug use 

Example Item: During the past 6 months, about how 
often has this happened to you? "I have failed to do what is 
expected of me because of my drinking or drug use" with 
response options: Never/Once or a Few Times/Once or twice 
a week/Daily or almost daily 

Range: 0 (no consequences) to 45 (maximum) 
Available Reliability in Reference Literature: test-retest 

correlation r = 0.75 (personal communication with J. Scott 
Tonigan, 6/16/05) 

Source: Tonigan2 8 

Internal Reliability in the present study: Cronbach's 
alpha = 0.91 

5. Stages of Change Readiness and Treatment 
Eagerness (SOCRATES) Taking Steps Scale 

Description: 19 items, with 8 items used to calculate 
Taking Steps score 

Example Item: "I am actively doing things now to cut 
down or stop drinking" Response options: Strongly Agree to 
Strongly Disagree 

Range: 8 (lowest interest in taking steps) to 40 (highest 
interest in taking steps). 

Reliability in Reference Literature: Cronbach alpha = 
0.95, test-retest r = 0.93 

Source: Miller 29 

Internal Reliability in the present study: Cronbach's 
alpha = 0.83 

6. Mini-Mental State Examination 
Description: A simplified, scored cognitive status ex

amination administered face-to-face (11 items) 
Example Item: "Read and obey the following 'CLOSE 

YOUR EYES'" (I point) 
Range: 0 (poor) to 30 (good) 
Available Reliability in Reference Literature: 24-hour 

test-retest (same examiner) Pearson coefficient 0.89. 24-hour 
test-retest (2 examiners) 0.83 

Source: Folstein et al20 

Internal Reliability in the present study: not available 
(eg, instrument administered at screening and only final 
score is available) 

© 2006 Lippincott Williams & Wilkins 
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bstract

im: To examine the frequency and severity of low bone mineral density (BMD) among patients enrolled in a methadone maintenance treatment
MMT) program and to ascertain risk factors for low BMD in this population.
esign: Cross-sectional.
easurements: Data derived from standardized survey, medical record review, and dual energy X-ray densitometry (DXA).
esults: DXA results were below normal in 83% (76/92) of the study sample with T-scores <−2.5 (osteoporosis range) in 35% [32/92] and
etween −1.0 and −2.5 (osteopenia range) in 48% [44/92]. Risk factors for low BMD were common: tobacco use, 91%; heavy alcohol use, 52%;
nd HIV infection, 28%. Only 17% (16/92) were on medications that lower the risk of osteoporosis: estrogen (n = 5), testosterone (n = 4), calcium
n = 4), and Vitamin D (n = 2). None of the participants reported a known diagnosis of osteoporosis. In bivariate analyses, significant predictors of

ow BMD were: male gender (p < 0.001), lower weight (p = 0.009), and heavy alcohol use (p = 0.02).
onclusion: More than three quarters of this sample of patients in a MMT program had low BMD. Treatable conditions associated with low BMD
ere commonplace. Efforts to increase awareness of low BMD in MMT patients should be considered so that effective treatment may be employed

o lower future fracture risk.
2006 Elsevier Ireland Ltd. All rights reserved.
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. Background

Osteoporosis is a systemic disease, characterized by low
one mineral density (BMD) and micro-architectural deterio-
ation, predisposing to fracture after minimal trauma or fall.
steoporosis-related fractures are associated with physical func-

ioning decline (Fink et al., 2003), impaired ambulation, and
remature mortality (Johnell et al., 2004). Although effective
reatment exists to reduce the risk of future fracture (Wilson,
004), osteoporosis is underecognized and undertreated (Neuner
t al., 2003; Port et al., 2003; Wong et al., 2003). This study
xamines whether osteoporosis occurs in patients with opioid
ependence in methadone maintenance treatment (MMT) to
n extent that suggests that efforts should be directed towards

ncreasing its recognition and treatment.

Patients in MMT may be at higher risk for low BMD due to
everal reasons. First, direct opioid effects on bone metabolism
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ay occur through inhibition of osteoblast functioning (Perez-
astrillon et al., 2000; Rosen et al., 1998), the cells responsible

or new bone formation. Moreover, hypogonadism, a potential
ide effect of opioids (Daniell, 2004; Woody et al., 1988), is an
mportant secondary cause of osteoporosis (Gennari et al., 2003;

ikhail, 2003). In addition to opioid-related effects, patients in
MT may have comorbid conditions associated with osteoporo-

is including HIV infection (Amiel et al., 2004; Mondy et al.,
003), tobacco dependence (Izumotani et al., 2003), and alco-
ol use disorders (Sampson, 2002). The objectives of this study
ere to evaluate BMD and risk factors for bone loss in patients

eceiving methadone for opioid dependence.

. Methods

.1. Study design and sampling
This was a cross-sectional study of participants recruited from the Boston
ublic Health Commission’s Methadone Maintenance Treatment Program.
atients were excluded from the study if they were (1) pregnant due to radi-
tion exposure during BMD measurement or (2) over 300 lb. due to mechanical
imitations of the dual energy X-ray densitometry (DXA) table.

mailto:theresa.kim@bmc.org
dx.doi.org/10.1016/j.drugalcdep.2006.05.027
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Table 1
Characteristics of study participants recruited from a methadone maintenance
treatment program (n = 92)

Categorical variables N %

Race/ethnicity
Black 44 48
Hispanic 12 13
White 36 39

BMIa

<20 1 1
20–24 35 38
25–29 20 22
≥30 36 39

Female 59 64
Persistent amenorrheab 19 21
Menses within past year 40 43

Tobacco
Lifetime 87 95

Current 84 91
Former 3 3

Never 5 5

Heavy alcoholc

Lifetime 47 52
Current 15 16
Former 32 36

Never 45 49

HIV infection 26 28

Continuous variables Median Range

Age, years 42 20–66
Lifetime heroin use, years 14 1–38
Methadone maintenance treatment, years 3 0–25
Current methadone dose, mg 77 3–140
Lifetime tobacco use, years 27 1–47
Lifetime heavy alcohol use, cyears 7 1–35

a Weight (lb.) × 703/height (in.).
b Assessed with the questions, “Aside from pregnancy and birth control med-

i
y

o
g
t
p
had low T-scores with the predominant abnormality, osteopenia
(54%, 32/59) rather than osteoporosis (20%, 12/59).

To assess risk factors for low BMD in this population, Z-
scores were used to decrease the confounding effect of age

Table 2
Bone mineral density results for the total study sample and stratified by gender

T-score Women (n = 59) Men (n = 33) Total (n = 92)

≥−1.0 15 (25%) 1 (3%) 16 (17%)
T.W. Kim et al. / Drug and Alco

.2. Data collection

Research associates administered standardized interviews assessing the fol-
owing: demographics; Vitamin D and calcium supplementation; tobacco, alco-
ol, and heroin use; and MMT enrollment duration. Medication information was
btained through medical record review.

BMD was assessed using DXA (QDR®4500W series; Hologic, Inc., Bed-
ord, Massachusetts) of the lumbar spine (L1–L4), hip (excluding Ward’s region)
nd forearm (distal one-third radius of non-dominant arm). DXA results are
eported as T-scores, which are calculated by comparing an individual’s BMD
o a gender and race/ethnicity-matched, young adult reference population. Z-
cores are calculated in a similar fashion to T-scores except that the reference
opulation is also age-matched.

Study participants received a US$ 40 gift certificate to a local supermarket.
he Boston University Institutional Review Board approved the study protocol.
n NIH Certificate of Confidentiality was obtained for added privacy protection.

.3. Statistical analysis

Differences between BMD groups were tested using bivariate analyses of
ariance (ANOVA), Chi-square or Fisher’s exact test as appropriate. p-Values,
wo-tailed, <0.05 were considered statistically significant. All statistical analyses
ere performed using SAS Version 8.2 (SAS Institute Inc., 2001).

. Results

.1. Sample characteristics

Characteristics of the study sample (n = 92) are listed in
able 1. No statistically significant differences were found
etween the study sample and the entire MMT clinic popula-
ion (n = 350) in terms of age, gender, or race/ethnicity.

Median opioid use (i.e., heroin or prescription opioids) prior
o enrollment in MMT was 14 years and duration of partici-
ation in MMT varied widely. One-third of women reported
essation of menses for more than one year; this subgroup had a
edian age of 42 years (range 31–59). Since women with opi-

id dependence may have menstrual cycle disruptions, includ-
ng persistent amenorrhea unrelated to menopause (Schmittner
t al., 2005), it is unclear whether these women were post-
enopausal. Many participants had risk factors for osteoporosis.
obacco use was almost universal and prolonged. Half the sam-
le reported past regular use of “heavy” amounts of alcohol
or years. About a quarter of the study sample reported HIV
nfection. Five participants had been prescribed oral steroid med-
cations, drugs that are known to cause osteoporosis with chronic
se.

Despite risk factors for osteoporosis, only 16% (15/92) of the
ample was on medications that may help to decrease the rate of
one loss: estrogen (n = 5), testosterone (n = 4), calcium (n = 4),
itamin D (n = 2), and bisphosphonate (n = 1). No participant
as aware of a history of osteoporosis.

.2. DXA results

We used World Health Organization criteria to classify BMD

s osteoporosis (T-score ≤−2.5), osteopenia (T-score between
2.5 and −1.0) or normal (T-score ≥−1) (World Health
rganization, 2003). More than 3/4 of the study sample (83%,
6/92) met T-score criteria for either osteoporosis (35%, 32/92)

<
≤
A
B

cation, have you stopped having your period?” and “How old were you when
ou had your last period?”.
c Defined as >3 drinks/occasion, >3 occasions/week for at least 1 year.

r osteopenia (48%, 44/92) (Table 2). There were significant
ender differences. Low T-scores were almost universal among
he men (97%, 32/33) with the predominant abnormality, osteo-
orosis (61%, 20/33). In contrast, 75% (44/59) of the women
−1.0 and >−2.5 32 (54%) 12 (36%) 44 (48%)
−2.5 12 (20%) 20 (61%) 32 (35%)

ll sites measured by DXA were considered except Ward’s area to classify
MD.
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Table 3
Bivariate analysis of variables associated with low bone mineral densitya

Z-scorea p-Value

≥ −1.0 (n = 33) < −1 to −2.5 (n = 44) ≤ −2.5 (n = 15)

Gender
Male 3 (9%) 15 (45%) 15 (45%) <0.001

Women
Persistent amenorrhea 6 (32%) 12 (63%) 1 (6%)
Menses with past year 18 (45%) 20 (50%) 2 (6%)

Race/ethnicity
Black 14 (32%) 20 (45%) 10 (23%) 0.48
White 9 (24%) 23 (62%) 5 (14%)
Hispanic 4 (36%) 4 (36%) 3 (27%)

HIV infection
Yes 9 (%) 12 (46%) 6 (23%) 0.81
No 24 (%) 35 (53%) 12 (18%)

Recent heroin use
Yes 4 (21%) 12 (63%) 3 (16%) 0.49
No 23 (32%) 35 (48%) 15 (21%)

Age, mean (S.D.) 41.2 (6.9) 41.9 (10.3) 45.0 (9.2) 0.26
Weight (kg), mean (S.D.) 84.4 (17.1) 77.8 (15.2) 69.8 (10.9) 0.009
Tobacco, lifetime years, mean (S.D.) 26.0 (7.2) 26.2 (12.2) 29.3 (8.9) 0.51
Heavy drinking, lifetime years, mean (S.D)b 3.3 (2.1) 9.5 (8.4) 11.6 (6.8) 0.02
Heroin, lifetime years, mean (S.D) 11.7 (8.2) 13.8 (10.9) 17.5 (9.4) 0.16
MMT, lifetime years, mean (S.D) 4.7 (4.2) 5.6 (5.3) 5.6 (6.6) 0.77
Methadone dosage (mg), mean (S.D) 83.3 (37.6) 75.9 (31.2) 76.0 (33.9) 0.54
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Z-score is the number of standard deviations that an individual’s measured B
b >3 drinks on >3 occasions per week for at least 1 year.

n BMD. Low BMD (Z-score <−1.0) was significantly asso-
iated with the following (Table 3): male gender (p < 0.001),
ower weight (p = 0.009), and more years of heavy alcohol use
p = 0.02). There was a positive but non-significant relation-
hip between longer duration of heroin use among those in
he groups with lower Z-scores. Current heroin use, methadone
osage, and duration of MMT were not associated with lower
MD.

. Discussion

We found that more than three quarters of patients recruited
rom one MMT clinic had abnormally low BMD. These findings
ndicate that patients in MMT programs may be at higher risk for
racture than the general population. Increased fracture risk in
his population has particular significance given the high rates of
njuries (Rees et al., 2002) and worse physical functioning (De
lba et al., 2004; Friedmann et al., 2003) in individuals with

ddictions.
We also found that a high percentage had osteoporosis risk

actors including almost universal tobacco use. Low BMD is yet
nother reason for continued tobacco cessation efforts in this
opulation. Although excess body weight is considered protec-

ive of BMD, low BMD was found despite the overweight or
bese character of the sample. The association between heavy
lcohol use and low BMD is consistent with studies in other
opulations (Sampson, 2002; Turner, 2000).

a
p
B
B

is compared to an age-matched reference population.

BMD in patients with opioid dependence has received lim-
ted attention. Pedrazzoni et al., 1993 found lower lumbar BMD
n “recent” heroin users (1–2 days after last use) compared to
former” heroin users (4–24 months since last use) in a cross-
ectional study of 22 male heroin users. None of the subjects
ere receiving methadone. Arnsten et al., 2006 found that MMT
as associated with low BMD in middle-aged women either
ith or at risk for HIV infection. The current study builds upon

his work by examining men and premenopausal women in
MT. These studies’ findings and ours suggest that low BMD
ay be a common comorbidity in chronic opioid users.
An unexpectedly high proportion of the male sample had

bnormal BMD. Other studies have found high rates of osteo-
orosis in men among patients with depression (Mussolino et al.,
004) and schizophrenia (Hummer et al., 2005). Reasons for this
re unknown but may reflect the high prevalence of secondary
auses of osteoporosis (Licata, 2003). These findings of excep-
ionally high proportions of patients in MMT with osteopenia
r osteoporosis merit further examination in other cohorts since
ffective treatment is available (Wilson, 2004).

These results should be interpreted recognizing several lim-
tations. Despite similar demographic characteristics between
he MMT clinic population and study participants, patients with

family history of osteoporosis may have been more likely to
articipate, potentially overestimating of the prevalence of low
MD. Second, while this study included risk factors for low
MD not accounted for in previous studies of opioid-dependent
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atients, other issues such as genetic influences (Videman et al.,
002) and level of physical activity were not assessed. Third,
e included multiple sites of BMD measurements in the results

o better assess fracture risk, although peripheral DXA sites are
enerally not used for diagnostic classification. Finally, gener-
lizability of the study’s findings is limited by recruitment from
ne MMT clinic.

Despite these limitations, these findings are relevant to recent
fforts to increase effective linkage between addiction treat-
ent and medical care for patients with substance use disor-

ers (Institute of Medicine, 2006). These efforts are, in part,
response to the growing recognition of the frequency of co-

ccurring general health and substance use conditions (De Alba
t al., 2004; Mertens et al., 2003) and unmet medical needs
f patients engaged in addictions treatment (Saitz et al., 2004).
oordinated medical and addictions care, whether by referral
r co-located, has the potential to engage patients in risk reduc-
ion for osteoporosis and to reduce the incidence of osteoporotic
ractures.

In summary, the majority of individuals examined in this
ethadone maintenance treatment program had low BMD.
reatable conditions associated with low BMD were com-
onplace including heavy alcohol use and smoking. Whether

ddressing osteoporosis risk factors or using bone-preserving
edications within MMT settings or via referral to medical care
ould reduce the incidence of fractures is an area that merits

urther study.
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Abstract 
Background: Because individuals with HIV/AIDS often have complex medical and social needs, 
the impact of housing status on medical service utilization is difficult to isolate from the impact of 
conditions that may worsen during periods of homeless ness such as depression and substance 
abuse. We examine whether episodes of homelessness are independently associated with 
suboptimal medical utilization even when accounting for concurrent addiction severity and 
depression. 

Methods: We used data from a 30-month cohort of patients with HIV/AIDS and alcohol problems. 
Housing status, utilization (ambulatory visits, emergency department (ED) visits, and 
hospitalizations) and other features were assessed with standardized research interviews at 6
month intervals. Multivariable longitudinal regression models calculated incidence rate ratios (IRR) 
comparing utilization rates during 6-month intervals (homeless versus housed). Additional models 
assessed whether addiction severity and depressive symptoms could account for utilization 
differences. 

Results: Of the 349 subjects, 139 (39%) reported homelessness at least once during the study 
period; among these subjects. the median number of nights homeless per 6·month interview period 
was 30. Homelessness was associated with higher ED utilization (IRR =2.17; 95% CI =1.72-2.74) 
and hospitalizations (IRR = 2.30; 1.70-3.12), despite no difference in ambulatory care utilization 
(IRR = 1.09; 0.89-1.33). These associations were attenuated but remained significant when 
adjusting for addiction severity and depressive symptoms. 

Conclusion: In patients with HIV/AIDS and alcohol problems, efforts to improve housing stability 
may help to mitigate intensive medical utilization patterns. 
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Background 
Indigent populations are disproportionately affected by 
HN infection. The prevalence of HN infection is 5 to 9 
times higher in urban poor populations than the general 
population [1,2). Approximately one half of individuals 
with HN/AIDS who receive services funded by the Ryan 
White Comprehensive AIDS Resources Emergency Act live 
below the Federal Poverty Level [3). In the HN Cost and 
Utilization Study (HCSUS), 46% reported an annual 
income less than $10,000 [4). 

In part due to the overlap between poverty and unstable 
housing, many individuals with HN infection experience 
homelessness. About one third of HCSUS participants 
reported a need for housing services with 39% of those 
needing housing services unable to access these services 
[5). Among HN-infected veterans, 32% have been home
less at some point in their lives [6) compared to 7.4% of 
the general population [7). Prevalence estimates of home
lessness in persons with HN range from 6% to 27% 
among a New York State Medicaid population [8), clients 
at federally funded HN clinics [3), and adults with sub
stance abuse disorders [9). In comparison, 3.1% of the 
general population sampled by random digit dialing has 
been homeless in the past 5 years [7). 

Homelessness among HN-infected persons is associated 
with a lower likelihood of receiving prophylaxis for 
opportunistic infections (10) and highly active antiretro
viral therapy [11) as well as higher mortality rates (12). 
Reduced access to effective therapies occurs in the context 
of higher rates of emergency department (ED) utilization 
[9,13) and hospital admissions [8,9). Because indigent 
patients with HN/AIDS often have complex medical and 
social needs, the impact of housing status is difficult to 
isolate from other conditions that increase the risk of 
homelessness and affect access to care such as addictions 
[9,14-16] and depression [17-19). Previous studies on the 
impact ofhousing status on utilization among individuals 
with HN infection have modeled homelessness as a per
manent condition despite evidence that most individuals 
who are homeless have intermittent periods of stable 
housing [20). In this study of the relationship between 
homelessness and health care utilization, we elected to 
treat homelessness as a state that could vary over time. 

To the extent that homelessness might be associated with 
distinct patterns of health service utilization among HN
infected individuals, relevant policy decisions ultimately 
must pivot upon clarification of which particular prob
lems need targeting. That is, high cost utilization patterns 
could reflect worse HN progression, greater addiction 
severity, impaired access to a usual source of ambulatory 
care, or potentially the impact ofhomelessness itself. Each 
of these associations might arguably call for somewhat 

http://www.biomedcentral.com/1472-6963/6/19 

different policy responses. Hence, a secondary interest of 
this study is to disentangle, in an exploratory way, contrib
uting factors to utilization patterns. 

Among HN-infected individuals, alcohol misuse demar
cates a group at special risk for adverse outcomes [6) 
including housing instability. We therefore used data 
from a cohort study ofHN-infected individuals with alco
hol problems to examine the hypothesis that HN-infected 
persons would utilize less ambulatory care and more 
emergency department and inpatient care during periods 
with an episode of hornelessness, compared to periods 
without homelessness. Furthermore we set out to explore 
the independent contributions of relevant variables 
(addiction severity and depressive symptoms) with the 
expectation that these variables would substantially atten
uate and potentially explain any apparent association 
between homelessness and service utilization patterns in 
this sample of HN-infected persons with a history of alco
hol problems. 

Methods 
Study population 
We analyzed data from the HN-Alcohol Longitudinal 
Cohort (HN-ALC) study. The primary purpose of the 
HN-ALG study was to prospectively examine the impact 
of alcohol use on HN disease progression. Subjects in the 
HN-ALC cohort receiving antiretroviral therapy were eli
gible to participate in a randomized controlled trial of an 
antiretroviral adherence intervention. A description ofthe 
patients in the HN-ALC cohort [21) as well as the antiret
roviral adherence intervention has been previously pub
lished [22). Briefly, eligibility for the HN-ALC study 
included endorsement of two or more positive responses 
to the CAGE questionnaire [23] or a physician co-investi
gator clinical diagnosis of lifetime alcohol abuse or 
dependence. The eligibility criteria of a history of alcohol 
problems was determined by the CAGEquestionnaire in 
313/349 (90%) of subjects, and based on clinical assess
ment in 36/349 (10%) of subjects. Other entry criteria 
included the following: fluency in English or Spanish, 
Mini-Mental State Examination score greater or equal to 
21 [24), and no plans to move from the Boston area in the 
two years following the baseline assessment. All subjects 
had HN infection confirmed either as part of clinical care 
or as part of the study. Subjects were recruited from the 
following sites: 56% from the Boston Medical Center HN 
Diagnostic Evaluation Unit [25); 17% from posted flyers; 
13% from Boston Medical Center Primary Care Clinic; 5% 
from a medical respite facility for homeless persons; 4% 
from a methadone clinic; 4% from subject referrals; and 
2% from Beth Israel Deaconess Medical Center, 

Of 444 eligible subjects screened, 349 (79%) provided 
informed consent to participate in the study. Because 
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study subjects were recruited over a four-year period 
(1997 to 2001), and all follow-ups ceased in August 2001, 
time of recruitment was the major factor affecting the 
number of follow-up observations in this study (P < 
.0001) [26]. 

Those subjects receiving antiretroviral therapy at the time 
of recruitment participated in a randomized controlled 
trial to enhance adherence to antiretroviral therapy. The 
intervention consisted of three nurse visits over a 3-month 
period to problem-solve with the patient about ways to 
decrease missed doses. The intervention was not signifi
cantly associated with higher adherence [22]. 

The Institutional Review Boards of Boston Medical Center 
and Beth Israel Deaconess Medical Center approved this 
study. 

Data collection 
Subjects were interviewed up to 7 times over the study 
period, approximately 6 months apart, from 1997 to 
2001. At each scheduled interview, trained research asso
ciates, using a standardized instrument in either English 
or Spanish, obtained information about housing status, 
medical service utilization, HN risk behaviors, antiretro
viral medication use, substance use, addiction severity, 
and depressive symptoms. The Spanish interview instru
ment used the standardized Spanish versions of scales 
when available; the remainder of the questionnaire was 
translated from English into Spanish, back translated to 
check for accuracy, and then corrected. CD4 cell counts 
and HN RNA levels were collected, using existing labora
tory tests if performed as part of clinical care within six 
months of the interview. When clinical samples were una
vailable, the Boston Medical Center Clinical Laboratory 
evaluated blood samples collected for study purposes. 

Outcome variables 
Our three outcomes of interest were the number of self
reported ambulatory visits, the number of emergency 
department (ED) visits, and the number of hospitaliza
tions in the 6 months prior to the research interview. 

Main predictor variable 
We used subjects' report of any night spent on the street or 
in a shelter in the past 6 months to indicate an episode of 
homelessness [27]. This was assessed with the survey 
question, "In the last 6 months, how many nights have 
you spent in an overnight shelter, or on the street, without 
shelter?" Sleeping in environments intended for tempo
rary shelter, or in places not meant for sleeping, corre
sponds to the federal McKinney Act's definition of 
homelessness and approximates "literal homeless
ness"[28]. 

Other explanatory variables 
We used the Behavioral Model for Vulnerable Populations 
[29] as a conceptual framework to help guide our choice 
of covariates for inclusion in the multivariable regression 
models explaining health service use. Predisposing factors 
(age, gender, race/ethnicity, housing status, substance 
abuse severity, and depressive symptoms) and relevant 
indicators of need for medical health serviceuse (CD4 cell 
count, HN RNA viral load, receipt of any antiretroviral 
therapy) were included in the models. Health insurance 
status, an enabling!disabling factor, was measured but not 
included in the models since 99% of all subjects had 
access to private, Medicaid or a special publicly-funded 
health insurance for medications, ambulatory and EDvis
its, and hospitalizations. Substance abuse severity was 
assessed with the alcohol and drug composite scores from 
the Addiction Severity Index (ASI-alc and ASI-drug, 
respectively), an assessment instrument with documented 
reliability and validity, each scored 0-1, with higher 
scores indicating increased severity [30]. Depressive 
symptoms were measured with the 20-item Center for 
Epidemiologic Studies Depression Scale (CES-D); scores ~ 

16 are considered to reflect significant depressive symp
toms [31]. Participation in the intervention trial and study 
time point were also included as potential explanatory 
variables. 

Analysis 
Descriptive statistics (proportions, means, standard devi
ations) and univariate analyses were used to compare sub
jects by housing status at baseline. Categorical variables 
were compared using chi-square test and continuous var
iables with the two-sample t-test. We calculated the pro
portion of subjects experiencing hornelessness over time 
using a Kaplan-Meier survival estimator. Since we asked 
about homelessness in the 6 months prior to each inter
view, time 0 was considered to be 6 months prior to the 
first interview, therefore the survival estimator calculated 
the proportion of subjects experiencing hornelessness 
over 36 months. 

To examine the association of homelessness and medical 
service utilization, we constructed separate multivariate 
longitudinal regression models for each outcome: ambu
latory visits, ED visits, and hospitalizations. The unit of 
analysis for regression models was by observation (e.g. 
interview). Longitudinal regression models calculated 
incidence rate ratios (IRR) for each available 6-month 
observation period (homeless versus housed). Since serial 
measures on the same individuals were collected, general
ized estimating equation (GEE) regression models[32] 
were used to adjust for the correlation between these 
measures over time. We used an empirical working vari
ance estimator in these models and log link function 
(Poisson regression). 
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Table I: Demographic and Clinical Characteristics of Study Cohort (N =349)Stratified by Housing Status at Baseline • 

Categorical measures, % Homeless N = 101 Not homeless N = 248 p-value 

Female 
Race/ethnicityt 

Black 
Hispanic 
White 

Highschool graduate 
Health msurancet 
Prescribed antiretroviral medicationsl 

Physical injuryi 
Physical or sexual abuse 

Lifetime 
Recent § 

jail I 
Substance usell 

Alcohol
 
Cocaine
 
Heroin
 

Continuous measures, N [std] 
Age 
CD4 cell count'll 
HIVRNA (Ioglo) 'II 
Depressive symptoms ** 
Addiction Severity Index: tt 

Alcohol composite score
 
Drug composite score
 

13 

38 
26 
37 
49 
98 
47 
17 

78 
14 
36 

45 
21 
16 

40.8 [6.8] 
405 [291] 
47K [95K] 

27.2 [14.13] 

0.25 [0.25] 
0.13 [0.12] 

24 

47 
21 
32 
65 

99.6 
64 
9 

82 
7 
26 

42 
25 
8 

40.5 [7.5] 
399 [273] 
26K [68K] 

20.2 [12.08] 

0.18 [0.20] 
0.11 [0.10] 

0.02 
0.29 

0.005
 
0.\5
 

0.001
 
0.04
 

0.40
 
0.05
 
0.05
 

0.60
 
0.36
 
0.04
 

0.70
 
0.90
 
0.05
 

< 0.0001
 

0.009
 
0.05
 

*The majority (56%)of study participants were recruited through from the Boston Medical Center HIV Diagnostic Evaluation Unit. The remaining 
from posted flyers 17%; Boston Medical Center Primary Care Clinic 13%; respite facility for homeless persons 5%; methadone clinic 4%;subject 
referrals 4%; and Beth Israel Deaconess Medical Center 2%. 
t Categories are not mutually exclusive, so total number will> 100% *Private, Medicare, Medicaid, or special publicly funded health insurance for individualswith HIV-infection 
§ Previous 6 months 
IIPrevious 30 days 
'II Laboratory tests collected as part of clinical care were used if performed within six months of the interview. When clinicalsamples were 
unavailable, the Boston Medical Center Clinical Laboratory evaluated blood samples collected for study purposes. 
**Depressive symptoms were measured with the 20-item the Center for Epidemiologic Studies Depression Scale 
tt Range of possible scores 0-1 with a higher score indicating worse addiction severity. 

In order to focus on the statistical significance of the any depressive symptoms (CES-D ~ 16). All the predictor 
homelessness variable (any versus none), we used the variables were allowed to vary with time except for age, 
Behavioral Model for Vulnerable Populations to build gender, race/ethnicity, and intervention trial assignment 
multivariate models with covariates, including predictor group. 
variables that proved to not be significant. The following 
variables were included in all models: age, gender, race/ We performed a secondary analysis to examine whether 
ethnicity (2 df), study time point (6 df), CD4 cell count, there was a "dose-response" relationship between the 
HIV RNA10glO viral load, receipt of antiretroviral therapy number of nights homeless and utilization differences. 
(any or none) and participation in the antiretroviral We analyzed homelessness based upon the cumulative 
adherence intervention (adherence intervention group, number of nights homeless in a 6-month observation 
control group, and not on antiretroviral medication; 2 df). period. The median number of nights homeless [i.e., 30) 
To explore whether the statistical significance of home and interquartile range (7,90) were used to define the 5
lessness was affected by inclusion of addiction severity level categorical homelessness variable. 
and depressive symptoms in the equations, models were 
also constructed with variables for aleohol abuse severity All analyses were run using SAS statistical software version 
(ASI-ale score), drug abuse severity (ASI-drug score), and 8.2 [33]. 
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Table 2: Multivariable Longitudinal Regression Results of Predictors of Medical Service Utilization Among Adults with HIV Infection 
and Alcohol Problems (n= 1045 observations) 

IRRt (95% CI) 
Ambulatory Emergency Room Hospitalization 

Age 1.01 (1.00, 1.03) 1.00 (0.98, 1.0I) 1.02 (1.00, 1.04) 
Female 1.44 (1.11,1.87)* 1.50 (1.11, 2.03)** 1.6'1 (1.11, 2.042)* 
Race/ethnicity 

Black 0.86 (0.68, 1.08) 0.99 (0.74, 1.31) 1.30(0.87, 1.92) 
Hispanic 0.63 (0.50, 0.77) 0.81 (0.56, 1.18) 0.73 (0.44, 1.23) 
White 

Lower CD4 cell count * 
I 

1.05 (1.01-1.10)* 
I 

1.07 (0.98, 1.20) 
I 

1.10 (1.03,1.16)** 
HIV RNA viral load log,o 1.00 (0.94, 1.05) 1.00 (0.94, 1.07) 1.01 (0.92, 1.10) 
Antiretroviral medication use 1.06 (0.86, 1.31) 0.91 (0.72, 1.15) 1.00 (0.72. 1.39) 
Adherence intervention randomization assignment 

Intervention group 1.28 (1.0 I, 1.62)* 1.1 I (0.82, 1.51) 1.46(0.99, 2.16) 
Control group 1.32 (1.04, 1.68)* 0.88 (0.65, 1.19) 1.07(0.73, 1.57) 
Not a participant I I I I 

Alcohol addiction severity (ASI.alcohol)1I 1.92 (1.25.2.94)** 1.13 (0.67, 1.93) 1.54(0.69. 3.44) 
Drug addiction severity (ASI.drug) II 1.047 (0.59, 3.64) 2.29 (0.87,6.06) 4.38 (1.18, 16.33)* 
Depressive symptoms (CES.D) 1.0I (1.00, 1.0I) 1.02 (1.0 I, 1.03) ** 1.02 (1.0 I, 1.03)-

Homelessness (any versus none) 1.1 0 (0.91, 1.32) 1.95 (1.55,2.45) 1.90 (1.041, 2.57)

* P < 0.05 
**P < 0.05 
-P < 0.005 
t IRR: incidence rate ratio of medical service utilization for 6-month observation period in which homelessness is reported compared to intervals 
without homelessness. Separate multivariate regression models were constructed for each utilization outcome. Later study time point was 
associated with lower ambulatory visit utilization rates (df 6, P = 0.003) and lower hospitalization utilization rates (6 df, P =.05). Study time point 
was not significantlyassociated with emergency room utilization rate differences.
*Per 100 reduction in CD4 cell count 
I Subjects not receiving antiretroviral medications did not participate in the adherence intervention study. 
II Per one point higher score 

Results 
Subject characteristics 
Descriptive characteristics of the cohort (n = 349) strati
fied by housing status reported at the first (baseline) inter
view are presented in Table 1. Compared to housed 
subjects, more of the subjects reporting homelessness at 
baseline (101/349, 29%) were male, had not graduated 
from high school, and had recently been incarcerated, 
injured, or abused (either physically or sexually). In addi
tion, homeless subjects endorsed significantly more 
depressive symptoms on the CES-D (27.2 vs. 20.5, P < 
.0001). While the mean CD4 cell count was not signifi
cantly different between homeless and housed subjects 
(405 vs. 399 cells/ul, respectively, P = .81), a lower pro
portion of the homeless subjects reported taking any 
antiretroviral medications in the previous 6 months com
pared to the housed (47% vs. 64%, P = .001). 

No difference was found in the proportion of subjects 
who drank any alcohol. However, among those who 
drank any alcohol, the homeless reported higher alcohol 
consumption and alcohol abuse severity as reflected by 
drinks per day (5.5 vs. 1.6, P = .03) and ASI-alcohol com

posite score (P = .009). While no difference was found in 
cocaine use (21% vs. 25%, P = .36), a higher proportion 
of the homeless reported any heroin use (16% vs. 8%, P = 
.04), and higher drug abuse severity as measured by the 
ASI-drug composite score (P = .05). 

Forty-two percent (148/349) ofthe cohort had a history of 
homelessness in the 5 years before entering the study 
(median duration 6 months, interquartile range 3 to 18 
months). As mentioned previously, 29% of the cohort 
reported homelessness at the baseline interview. The 
median number of nights homeless in the 6 months 
before the baseline interview was 30 nights with inter
quartile range of7 and 120 (possible range 0-180). Bythe 
end of 36 months of observation, 39% (136/349) of the 
study cohort reported homelessness at least once in the 
preceding 6 months. 

Using all observations (n = 1045), medical service utiliza
tion during a 6-month period is summarized as follows 
(median, 75% quartile, range): ambulatory visits (4, 7, 0
180)i ED visits (0, I, 0-15)i and hospitalizations (0, 0, 
range 0-10). 
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Table 3: Multivar-iable Longitudinal Regr-ession Results of the Cumulative Number- Nights Homeless and Medical Service Utili%ation 
(n= 1045 observations). 

J..BBt.~ 

Number nights homeless Ambulatory Emergency Room Hospitaliution 

o I I I 
1-7 1.24 (0.90. 1.71) 1.31 (O.BO. 1.15) 1.07 (0.64. I.BO) 
8-30 1.15 (0.B4. 1.57) 1.49 (1.02. 2.19)* I.B3 (1.0 I, 3.32)* 
31-120 1.27 (0.97. 1.67) 2.17 (1.54, 3.07) * I.B5 (1.17, 2.94)** 
121-IBO 0.79 (0.61, 1.03) 2.65 (1.94. 3.61) - 1.BB(1.95, 4.25) -

t IRR: incidence rate ratio of medical service utilization for 6-month observations periods Separate multivariate regression models were used for 
each utilization outcome. All models include age, gender. race/ethnicity (2 df). CD4 cell. HIVRNA viral load loglo' antiretroviral medication use, 
adherence intervention participation, presence of depressive symptoms (Center for EpidemiologicStudies Depression Scale),and addiction severity 
(Addiction Severity Index. alcohol and drug composite scores). 
; Number nights homeless was defined by the survey question, "In the last six months. how many nights have you spent in an overnight shelter, on 
the street, without shelter!" Homelessness was categorized based upon the median nights homeless for the sample (i.e., 30) and interquartlle range 
(i.e.• 7. 120). 

Medical service utilization and home/essness 
Ambulatory visits 
No significant difference was found in ambulatory visit 
utilization between homeless and housed periods. in the 
multivariate longitudinal regression model (IRR 1.09; 
95% CI 0.89-1.33). Adjusting for alcohol, drug abuse and 
depressive symptoms did not markedly change these find
ings (IRR 1.10; CI 0.91-1.32). Other factors associated 
with higher ambulatory visit utilization induded: female 
gender (IRR 1.44; CI 1.11-1.87), less severe alcohol abuse 
(IRR 1.92; CI 1.25-2.94 per one point reduction in ASI
alcohol composite score), and lower CD4 cell count (IRR 
1.05; CI 1.01-1.10 per 100 reduction in cell count/Ill), 
earlier study time point (df 6, P = 0.003), and participa
tion in the antiretroviral adherence intervention (df 2, P 
0.04). Identifying as Hispanic, however, was associated 
with lower ambulatory visit utilization (IRR 0.63; CI 0.50, 
0.77). 

Emergency department 
Homelessness was significantly associated with greater 
use of the ED (IRR 2.17; CI 1.72-2.74). This finding was 
slightly attenuated but remained significant when adjust
ing for alcohol, drug abuse and depressive symptoms (IRR 
1.95; CI 1.55-2.45). AI; presented in Table 3, one to seven 
homeless nights were not associated greater use of the ED 
(IRR 1.31; 0.85-2.15). However, there were significant 
associations between a higher number of nights of home
lessness (8-30, 31-120, and 121-180 nights) and ED uti
lization rates (IRR 1.49, 2.17, and 2.65, respectively). 
Other significant predictors of higher ED utilization were 
female gender (IRR 1.50; CI 1.11-2.03) and more depres
sive symptoms (IRR 1.02; CI 1.01-1.03 per one point 
increase in CES-D score). 

Hospitalization 
Homelessness was also significantly associated with inpa
tient hospitalizations (IRR 2.30; CI 1.70-3.12). This find

ing was attenuated but remained significant after 
adjusting for alcohol, drug abuse severity and depressive 
symptoms (IRR 1.90; CI 1.41-2.56). Similar to the analy
ses of ED utilization rates, one to seven days of homeless
ness were not associated with hospitalization rate 
differences. However, hospitalization rate differences 
were found with 8 to 30 nights homeless (IRR 1.85; 1.17
2.94),31-120 nights (IRR 1.85; 1.17-2.94) and 121 to 
180 nights (IRR 2.88; 1.95-4.25). Other factors signifi
cantly associated with higher hospital utilization rates 
included: lower CD4 cell count (IRR 1.10; CI 1.03-1.16 
per 100 reduction in cell count/Ill); worse drug abuse 
severity (IRR 4.38; CI 1.18-16.33 per 1 point increase in 
ASI-drug composite score), more depressive symptoms 
(IRR 1.02; CI 1.01-1.03 per one point increase in CES-D 
score), and earlier study time point (6 df P = .05). 

Discussion 
In this prospective cohort study of individuals with HIV 
infection and alcohol problems, utilization of ED and 
hospital inpatient care was significantly higher during 
periods in which homelessness was experienced. In addi
tion, greater ED and hospital inpatient utilization differ
ences were found with more nights homeless. These 
utilization findings were not fully attributable to addic
tion severity or depressive symptoms. 

This study's findings are consistent with prior findings 
that homelessness is associated with higher ED visits 
[9,13] and hospitalizations [8,34] in individuals with HIV 
infection. Prior work, however, was unable to disentangle 
the simultaneous effects of addiction disorders and 
depressive symptoms, both ofwhich are known to predict 
physical functioning in homeless HIV-infected individu
als [40] and hypothetically could contribute to higher ED 
and inpatient utilization. Increased use of ED and hospi
tal inpatient services during homeless periods may have 
occurred for exposure-related conditions [35] or injuries 
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due to victimization [36]. Even though no difference was 
found in ambulatory utilization, it remains plausible that 
the daily struggle to meet basic subsistence needs may 
have been a barrier to accessing outpatient care in a timely 
manner (e.g. earlier in the course of an acute illness) 
[4,37] resulting in ED visits or hospitalizations. 

It is important to note that this study modeled homeless
ness as a time varying "state" rather than a "trait". A sub
jeet could contribute to utilization incidence rates for the 
homeless cohort and subsequently to the housed compar
ison group if that subjeet did not experience any home
lessness in another interview period. This approach 
suggests that the state of homelessness contributes to 
higher hospitalizations and ED utilization, rather than 
unique features of the "homeless" person. Although cau
sality cannot be proven [38], the finding that a higher 
number of nights homeless was associated with greater 
ED and hospitalization differences suggests that home
lessness contributes to these utilization differences. 

A substantial minority of 29% reported homelessness 
during the 6 months prior to the baseline interview and 
39% at any time during the study period. The proportion 
of homeless subjects in this study likely refleets selective 
~pn ofHIV-positive persons with a history of aleo
!rOff1r~b'teJfls. This cohort's higher incidence of homeless
ness compared to published reports (6 to 11%) [3,8,13] 
results, in part, from this study's longitudinal study 
design, which was more likely to capture both the long
term homeless and persons homeless for short periods of 
time (i.e. the transiently and episodically homeless)[20]. 
Since a pattern of intermittent access to conventional 
housing is relatively common among homeless persons 
[39], cross-sectional studies tend to over-sample chroni
cally homeless persons [7]. Perhaps more importantly, 
since many of the patients in this study were at-risk for 
homelessness for a variety of reasons (e.g., low income, 
recent incarceration, depressive symptoms, and aleohol or 
drug addiction) residential instability could have resulted 
from the worsening of just one of these faetors for individ
uals without much of a safety net. 

Although previous studies have documented less ambula
tory care utilization among homeless persons [9,13J, we 
did not find such a difference between homeless and 
housed periods. We postulate that this may have been due 
to a recruitment strategy that drew predominantly from 
an HIV intake clinic that facilitated primary care linkage 
[25] as well as access to health insurance in a state that 
aggressively expanded Medicaid during the study period. 

There are several important implications for our findings. 
First, to the extent that an investment in housing and 
other services to prevent homelessness among HIV

http://www.biomedcentral.com/1472-6963/6/19 

infeeted persons would require a major allocation of pub
lic resources, the cost of not adopting such a strategy 
needs to be clarified [40]. Studies of serviceutilization by 
severely mentally ill homeless persons suggest that hous
ing costs can be offset by savings realized from hospitals 
and jails, [41] however similar evaluations of housing 
HIV-infeeted persons are lacking. 

Second, since this study occurred in a city with relatively 
generous ambulatory care services for the homeless, an 
even greater use of ED and inpatient hospital services 
might be expeeted in settings where ambulatory care for 
homeless persons is less accessible [42]. Furthermore, 
since homeless periods were not associated with lower 
ambulatory utilization in our sample (perhaps reflecting 
local supply of these services), it seems unlikely that fur
ther expansion of homeless ambulatory care programs 
would fully address excess ED and hospital utilization. To 
the extent that statistical adjustments for substance abuse 
severity minimally altered the effects of hornelessness, 
expanded access to addiction treatment services alone 
may not be sufficient to mitigate intensive medical utiliza
tion patterns. 

Our study has several limitations. While it would have 
been ideal to have a night-by-night account of when 
homelessness and medical service utilization occurred, 
our data colleetion precluded determination of whether 
homeless nights were concurrent with dates of medical 
service utilization. Additionally, our objective indicators 
of medical need (CD4 cell count, HIV viral load, and 
antiretroviral medication use) may not have fully encom
passed physical health, since co-morbid conditions have 
been increasingly recognized for their impaet on HIV
infeeted individuals [43] and may have contributed to uti
lization differences. Also, medical service utilization was 
determined by self-report. However, studies have found 
self-reported health care use to be a valid measure among 
HIV-infeeted individuals [44], homeless persons [45], and 
drug users [46]. Homeless persons are a heterogeneous 
population, yet we did not differentiate among subgroups 
that have varying utilization patterns such as the unshel
tered or the chronically homeless [47,48]. Also, we exam
ined a subsample of individuals with HIV/AIDS and 
unstable housing, namely those with a history of alcohol 
problems. Our findings may not apply to homeless, HIV
infeeted individuals without a history of alcohol prob
lems. The data was taken from a randomized trial of an 
antiretroviral adherence intervention. However, participa
tion in the intervention was not associated with ED or 
hospitalization differences. Finally, while we did not find 
differential utilization of ambulatory care servicesaccord
ing to housing status, the number of ambulatory visits 
does not capture important information such as longitu
dinal provider continuity across visits and the provision of 
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integrated case management services. Both have been 
associated with lower utilization of ED and hospitaliza
tions in other studies [4,49]. 

The strengths of this study include its careful assessment 
of alcohol, drug abuse, and depressive symptoms, infor
mation frequently missing in other research on utilization 
in the homeless HIV-infected. Moreover, its longitudinal 
nature allowed examination of the episodically homeless 
persons, a group underrepresented in cross-sectional 
homeless studies [50]. 

In summary, in HIV-infected persons with alcohol prob
lems, homelessness was associated with higher utilization 
of ED and inpatient hospitalizations, despite no differ
ence in ambulatory visit utilization. These utilization dif
ferences were not fully attributable to alcohol, drug abuse 
or depressive symptoms. Even a transient episode of 
homelessness has potentially costly implications for 
health care utilization among HIV-infected persons with a 
history of alcohol abuse. 
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1992, the National Adult Literacy Survey (NALS) showedI n 
that 40% to 45% of adult Americans struggled with func

tionalliteracy tasks.Lln early 2006, the results of the National 
Adult Assessment of Literacy indicated that the status of 
literacy in the United States remains much the same.f Over 
90 million adults lack the literacy skills needed to effectively 
function in the present health care environment." 

Low health literacy is associated with less medical knowl
edge, infrequent receipt of preventive services, increased hos
pitalization and use of emergency care, and worse control of 
chronic diseases." In 2004, the Institute of Medicine (10M) 
called for additional research into the associations and conse
quences of low health literacy. Among the items highlighted by 
the 10M committee were the need to develop new measures of 
health literacy, approaches to improve health communication 
in diverse populations, interventions to reduce the negative 
health effects of low literacy, and ways to address health lit
eracy in graduate medical education and the health system." 

This special issue of JGIM responds to the priority areas 
outlined in the 10M report by bringing together state-of-the-art 
research related to the role of literacy in health care. The 
research articles and commentaries in this issue will provide 
insight for clinicians, educators, researchers, administrators, 
and policy makers on addressing literacy in various health 
care settings. 

Among the many excellent original manuscripts featured 
in this special issue are several important health outcome 
studies. Sudore and colleagues lead off the issue with their 
longitudinal analysis of the Health, Aging. and Body Compo
sition Study, demonstrating for the ftrst time that low health 
literacy is an independent risk factor for mortality. In a 2-year 
study ofpatients with asthma, Mancuso and Rincon show that 
literacy is associated with asthma outcomes and that this 
relationship appears to be mediated by other variables, parti
cularly asthma knowledge. More work like this is needed, to 
clarify not only the extent to which literacy is associated with 
disease control, but also to provide a better understanding of 
the potential mechanisms behind such relationships. 

In another longitudinal study, Lincoln and colleagues 
describe the association between literacy and the severity of 
depression among adults with alcohol and drug dependence. 

Address correspondence and requests for reprints to Dr. Kripalani: 
Division oj General Medicine. Emory University School oj Medicine. 49 
Jesse Hal Jr Dr BE. Atlanta. GA 30303 Ie-mail: skripal@enwry.edu). 

A particularly innovative report in this issue is a clinical trial 
by Weiss and colleagues, who randomized patients with de
pression and low literacy to receive adult literacy education as 
an adjunctive therapy. The groundbreaking findings of this 
study should serve as a call for greater collaboration between 
the medical and adult education communities. 

Given the importance of literacy in chronic disease man
agement, it is surprising how few previously published articles 
had investigated the relationship between literacy and medi
cation use. Four research papers in this issue shed some light 
on this area. Studies by Kripalani, Fang, and Davis indicate 
that literacy is associated with patients' ability to correctly 
identify their medicines, understand medication dosing in
structions, and understand prescription bottle warning labels, 
respectively. However, the relationship of literacy with medi
cation adherence and clinical parameters is less clear. Fang 
found no association between literacy and adherence to 
warfarin therapy or anticoagulation levels. By contrast, 
Paasche-Orlow actually found better adherence and viral load 
suppression among patients with low literacy and HIV, con
tradicting findings of prior studtes.P:" It is evident that more 
research is needed to clartfy how literacy may impact various 
aspects of medication use and adherence. 

Two articles address the important question of whether 
differences in literacy contribute to racial and socioeconomic 
disparities in health and health care. Using data from 
the NALS, Sentell found that differences in literacy helped 
explain disparities in disability and chronic illness by race 
and educational attainment. Using data from a large cohort 
study, Howard similarly found that different literacy levels con
tributed to disparities in health status but not in vaccination 
rates. These findings raise as many questions as they answer. 

Other original research papers in this issue concern com
prehension of informed consent, follow-up after an abnormal 
Pap smear, and the performance of health literacy screening 
questions. Baker offers a perspective on the meaning ofhealth 
literacy and the challenges inherent in its measurement. Three 
commentaries have been included to highlight federal and 
other national activities, strategies for teaching about health 
literacy and clear communication, and guidance for health 
systems to adapt to the needs of low-literacy patients. Many 
other resources are catalogued online by the SGIM Health 
Literacy Interest Oroup.? 

It has been a privilege, a pleasure, and a great learning 
experience to review the latest work in health literacy and 
compile this special issue of JGIM. We wish to thank all of 
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the authors who submitted their manuscripts for considera
tion, as well as Pfizer Global Pharmaceuticals for funding the 
publication of this issue through an unrestricted grant. We are 
indebted to the staff of the journal as well as the wonderful 
members of the Expert Review Panel who performed many of 
the manuscript reviews, anchoring the peer review process. 
(See front matter for a complete listing.) Finally, we thank Vice 
Admiral Richard H. Carmona. MD. MPH. the current United 
States Surgeon General. for his support of this issue and for 
making health literacy an integral part of his public health 
agenda. We hope you all enjoy the issue and include efforts to 
improve health literacy in your own clinical practice, research, 
and educational activities. 

Dr. Kripalani is supported by a K23Mentored Patient-Oriented 
Research Career Development Award (K23 HL077597). 
Dr. Saha was supported by awards from the Department of 
Veterans Affairs Health Services Research & Development 
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Abstract 
The Russianhealth care system is organized around spe
cific diseases, with relatively little focus on integration 
across specialties to address co-morbidities. This orga
nizational structure presents new challenges In the con
text of the recent epidemics of injection drug use (IDU) 
and HIV.This paper uses existing and new data to exam
Ine the prevalence of reported new cases of drug depen
dence (heroin) and HIVovertime as well as associations 
between drug dependence and alcoholism, hepatitis B 
and C, and tuberculosis In the City of 51.Petersburg and 
the Leningrad regIon. We found a sharp rise In reported 
cases of JDU beginning In 1991 and continuing until 
200212003, followed by a sharp rise In newly reported 
casesof HIV.These rises were followed by a drop in new 
cases of HIVand drug addiction in 200212003 and a drop 
in the proportion of HIV·positve individuals with IDU as 
a risk factor. Infection with hepatitis Band C were com
mon,especially among injection drug users (38and 85%, 
respectively), but also in alcoholics (7 and 14%). Tuber-
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culosls was more common in alcoholics (53%) than In 
persons with alcoholism and drug dependence (10%),or 
with drug dependence alone (4%). Though these data 
have many limitations, they clearly demonstrate that 
drug dependence and/or alcoholism, HIV, hepatitis, and 
tuberculosis frequently co-occur in St. Petersburg and 
the Leningrad Region. Prevention and treatment servic
es across medical specialties should be Integrated to ad
dress the wide range of Issues that are associated with 
these co-morbidities. 

CopyrightC 2006 S. Karger AG.B....I 

Introduction 

The Russian health care system is organized around 
specific diseases. Hence, alcoholism, injection drug use 
(IOU) and the infectious diseases commonly associated 
with these disorders are serious problems that areusually 
treated independently. There are separate hospitals to 
treat addictivediseases, separatehospitals for infectious 
diseases andseparatehospitals fortuberculosis (TB), with 
relatively littlefocus ontreatingmultipledisorders simul
taneously - even thoughtheymayoccur in the samepa-
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tient. Issues concerning the treatmentofdrugdependence 
and its co-morbidities are important in Russia and else
where sinceIDU is a major riskfactor for HIV in many 
partsoftheworld, particularly in theRussian Federation. 
where it is synonymous with heroin dependence [1-4]. 
Thoughthere is a clearassociation between drugand al
cohol dependence, hepatitisBand C [5], and TB [6]. the 
degree to which one or more of these diseases co-occur 
has not been systematically evaluated in Russia. This 
projectprovides data on this issue bystudying the risein 
reportedcasesofdrugdependence and HIVin the cityof 
St. Petersburg (SP) and the Leningrad region (LR) during 
the initialstage of the HIVepidemic in the Russian Fed
eration[7]. Thestudyalsoattemptsto evaluate the degree 
to which drugdependence and alcoholism co-occur with 
IDV. hepatitis, and TB. The approach was to cover a 
broad rangeof data in order to providea reasonable ap
proximation of the general situationin thecityofSPand 
the LR and the implications for the progress of the epi
demic as well as for prevention and treatment services. 
The institutional review boards at St. Petersburg State 
PavlovMedical University and the University of Penn
sylvania approved this study. 

Methode 

Todeterminetheserelationships weexamined existing and new 
data, focusing on threeissues: (1) The prevalence of reportedcases 
of drugdependence and HIV in SP and the LRovertime,and the 
proportionof persons within eachpopulation whohaveHIV and 
are injectiondrugusers; (2)the prevalence ofHBsAg, HBcAb, and 
HCVin a cross-section ofpersonswithalcoholism and drugdepen
dence,and (3) the prevalence of alcoholism and drugdependence 
in a cross-section of patientswith HIV, hepatitisand TB.SP and 
the LR(arural areaaround the cityalmostthe sizeof Belgium) are 
two different administrative regions (municipalities) of Russia, 
with populations of4.6millionand 1.5 million, respectively. 

For issue1(prevalence of drugdependence and HIVovertime) 
we examined three existing databases. First. the official statistics 
on the overall number of registered drug-dependent individuals 
and thenumberoffirst-time registered drug-dependent individuals 
as recorded in the registry of the Leningrad Regional CenterofAd
dictions(LRCA) for the years 1991-2003. The procedure is as fol
lows: whenan individualis diagnosed bylocaladdictionpsychia
trists withan lCD-I0 diagnosis of alcohol and/ordrugdependence 
and referred to an addictiontreatmentcenter(or receives freeout
patient care in the localaddictionpsychiatric office), hershe is reg
istered at the LRCA and appearsin the registry untilat least5years 
of abstinence havebeenconfirmed by regular visitsto the localad
dictionpsychiatrist. The addiction psychiatrist at the localoutpa
tient office, or at the addiction center, can establish the diagnosis 
of alcohol and/or drugdependence. Anonymous care (mostly out
patient)for alcoholism and addiction(i.e.care that doesnot result 
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in registration) is available in SP as wellas in the LR. However. 
onlya limitednumberof people can afford it. 

Second, we looked at individualswho tested positive for HIV 
asrecorded at the HIVIAIDScentersofSP and the LRin theyears 
1997-2003. The AIDS centerscollectinformation aboutallnewly 
reportedcases fromevery hospitaland outpatient facility in their 
area. Records from the SP HIV/AIDS center for 1999 were not 
available for technical reasons. Though HIV testing in Russia is 
voluntary, mostindividuals hospitalized in maternityclinics, surgi
cal departments of general hospitals. infectious disease hospitals, 
sexually transmitted disease centers and addiction hospitals are 
routinely tested forHIV.There are alsooutpatient facilities in SP 
and the LRwhereanyone cangettestedfor HIV anonymously; the 
sameservice isoffered to all in-patientsin generalhospitals. Those 
whotestpositive are registered in a centraldatabase, provided they 
have had a positive ELISA confirmed by Western blot. Confirma
tion byWesten1 blotcan be doneonlyin the HIV/AIDS centers of 
each administrative region, where the central registries are kept. 
Information about the route of HIV transmission (e.g. injection 
drug use or sexual transmission) is available for most registered 
cases in both HIVIAIDS centers. 

Third, weanalyzed HIV test results in the hospital records of 
all patientstreatedat the addictioncenter ofSP (1997-2001) and 
the corresponding addiction treatment center for the LR (1997
2003). The HlV data fromthe addictioncenter in SPfor2002and 
2003were notavailable fortechnicalreasons. Bothcenters arespe
cialized hospitals that treat alcohol- and drug-dependent persons 
livingin SP and the LR(600and 280 beds, respectively). Allpa
tients treated at thesecentersduring 1997-2003 underwent HIV 
testingas part of the standard intake procedure; this intakeproce
duredid not include testing forhepatitisBand C formostpatients. 
All patientswere admitted to the centers voluntarily, usually on 
referralby addictionpsychiatrists from outpatient offices located 
in the districts of SP or the LR. where the patients were living. 
Typically, patientscameto the localoutpatient addiction psychia
try office and followed the psychiatrist's referralforfree careat the 
addictioncenterserving thatarea.The standardtreatmentprogram 
in both addictioncentersconsisted of three phases: inpatientde
toxification (7-10 days) followed by inpatient rehabilitation (3-4 
weeks) with follow-up careat an outpatient psychiatric office from 
which the initial referral was obtained•.A.diagnosis of alcohol or 
drugdependence was'established prior to referral to the addiction 
centerusing a clinical interview routinelyadministered by trained 
staff psychiatrists working at both centers. 

For issue2 (prevalence of hepatitisBand C infections) wetest· 
ed 503 alcohol-dependent patients and 206 patients with heroin 
dependence for HBsAg, HBcAb, and HeV. These patientswere 
referred to the hospital of the LRaddictioncenterfortreatmentof 
alcohol or drugdependence in 2002 and all were tested as part of 
their routine medical evaluation upon admission. Patients were 
selected at randomandtesting wasdonewithImmunoComb-II kits 
using a solid-phase enzyme immunoassay (Orgenis, Israel) [8]. 
LRCAstaffpsychiatrists confirmed the diagnosis ofalcohol and/or 
drug dependence upon admission usingICD-IOcriteria. 

For issue3 (prevalence of alcoholism and drug dependence in 
infected patients)wedetermined the prevalenceofalcohol anddrug 
abuse or dependence amongpatients with mY, hepatitis and TB 
byassessing 201 patientswithHIVand 201.with hepatitisBand/or 
C who were beingtreatedin the Botkininfectious diseaSes hospital 
ofSP in theyears2000and2001.WealSOaliseBSed 160patients with 
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Fig. 1. Prevalence (8) and incidence (b) of 
drugdependence in theLR.a Totalnumber . 
of registered drug addicts per 100,000 of 
general population. b Number offtrst-time 
registered drugaddictsper J00,000ofgen
eral population. 

1'8 whowere being treatedin thecity1'8 hospital in theyears2000 
and 2001. Allpatientswereselected using a randomselection pro
cedureand mostof thosewhowereaskedagreed to participate. In 
particular, all20I HIVand aU 20I hepatitis patientsagreed to par
ticipate. Of the 1'8 patients, 160 subjects agreed and 6 refused to 
participate. Assessments were donebyinterview witha psychiatrist 
trained in addiction medicine whoapplied DSM·IV criteriaforal
coholand drugabuseand dependence afterobtaining informedcon
sent fromthe patient.Data from theMichigan Alcoholism Screen
ingTest [9], Addiction Severity Index[10] and Time Line Follow 
Back[11] supplemented the assessment for alcohol and drugs. 

ReBultB 

Prevalence andCo-Occurrence ofDrug Dependence 
and HIVover Time 
Prevalence ofDrugDependence in the LR as Seen in 

Datafrom theLRCA. Between 1991 and 2003, reported 
casesof drug dependence increased more than 20-fold in 
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the LR (fig. Ia), According to the LRCA registry, more 
than 90% of registered drug-dependent individuals were 
injection heroin users. Reported new cases (fig. lb) in
creased 50-fold; however, there was a decrease in 2002 
and 2003comparedto 2001. 

Prevalence ofHIVasSeeninData/rom theHIV/AIDS 
Centers inSPandtheLR. The numberofregistered HIV· 
infected personsin eacharea increased dramatically be
tween 1997 and 2001 (fig. 2), thoughthe numberoffirst
time registered HIV-infected personsdecreased in 2002 
and 2003compared to 2001. 

IDUinPersons with HIVasReflected inDatafrom the 
HIV/AJDS Centers. The proportionof injection drug us
ers amongfirst-time registered HIV patients in the LR 
increased from 67% in 1997to 94%in 1999, then it de
creased to 60% in 2003.Data werenot available from the 
SP center for 1999; however, 86% of newly registered 
cases were IDUs in 2000, decreasing to 54% in 2003 
(fig. 3). 

Krupitsky et al. 14 
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1,000 

Prevalence ofHIVinPersons with Drug Dependence as 
Seenin Data from theLRCA andSP Addiction Centers. 
The LRCA treated 3,162 patients from 1997 to 2003. 
Their mean age was23.3 (SE ± 1.0) years; 2,711 were 
male and 451 female. The percent with HIV increased 
from zero in 1997 to 40.0% in 2003. The SP addiction 
center treated 10,742 patients from 1997 to 2001. The 
meanagewas24.0(SE ± 1.7)years; 8,357weremaleand 
2,385 female. The percentwith HIV increased from 0% 
in 1997 to 18.7% by 2001 (fig. 4). The increase in HIV 
prevalence in2002and2003in theLRCA waslowerthan 
in the previous years. 
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Prevalence ofHBsAg, HBcAb, andHCVinPersons 
with Alcoholism andDrug Dependence in the LRCA. 
HBsAg, evidence of active HBVinfection, was found 

in 9%of those with drug dependence (meanage 24.5 ± 
0.5 years; 172males, 34 females) and r1%of thosewith 
alcohol dependence (mean age 42.3 ± 0.5 years; 442 
males, 61 females). HBcAb was found in 38% of those 
with drugdependence and 7%of thosewithalcoholism. 
HeV was found in 85%of those with drug dependence 
and 14% of thosewith alcoholism. 

Prevalence ofAlcoholism andDrug Dependence in 
Persons with HIV, Hepatitis andTB 
Among 201 patients with HIV (mean age26.6 ± 0.6 

years; 125 males, 76 females) assessed in the Botkin In
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Fig. 3. Prevalence of injection drug users 
among new HIV-positive individuals reg
istered within a year in the LR (8) and 
SP (b). 

fectious Diseases Hospital,47% weredrugabusers or ad
dicts;38% weredrugabusersor addictsand alcohol abus
ersor addicts; 10% had alcohol abuseor dependence; and 
only 5% showed no evidence of alcohol or drug abuseor 
dependence [12]. 

Of the 201 patientswho testedpositivefor HBY and! 
or HCY (meanage 29.0 ± 0.9 years; 162 males, 39 fe
males) and were treated in the Botkin hospital, 12.4% 
suffered fromdrugabuseor dependence; 18.5% suffered 
from drugabuseor dependence and alcohol abuseor de
pendence; 26.8% suffered from alcohol abuse or depen
dence.and 42.3%did not have a substanceusedisorder. 
Drugabuseordependence wasseenin 7%ofpatientswith 
hepatitisB,40% ofpatients with hepatitisC, and 48% of 
patients with hepatitis B and C. A diagnosis of alcohol 

EurAddictRes2006;12:12-19 

1999 2000 2001 2002 2003 

abuse or dependence was established in 24%of patients 
with hepatitis B, 34% of patients with hepatitis C, and 
19% of patients with hepatitisB and C. 

Among the 160patients treated in the TB hospital of 
SP (meanage 39.8 ± 1.0 years; 109 males, 51 females), 
4.3% weredrugabusersor addicts; 10.1% weredrugabus
ersor addictsand alcohol abusers oraddicts; 53.1%were 
alcohol abusers or addicts, and 32.5 % did not have a 
substance use disorder. 

Krupitskyet al. 
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Discussion	 in 1998 and 1999 were registered among injection drug 
users[1, 16]. 

Thesedata clearly showa high co-morbidity between The drop in newcasesofIDU and HlY that began in 
substance use disorders, HIV, hepatitis and TB in the 2002/2003 is, we think, relatedto a decreasing popular
northwest region of Russia. The high co-morbidity be ityofheroinamongyoungpeoplein the region, combined 
tweenIOU, HlYand hepatitis is consistentwithfindings with a decrease in drug trafficking (associated with less 
from manystudies [5, 13, 14], as is the co-morbidity be availability ofheroin).Wehavenootherhypotheses since 
tweenalcoholism and TB [6]. Unlike data fromthe USA there wereno significant changes in health carepolicies, 
and Africa, where unprotected sexhas beenthemainway logistics, and theoverallopportunity'tobetestedformv 
to propagate HIV, these data clearly document that the or treatedforalcoholism and drugdependence overthese 
HIVepidemic in SPand the LR has beenalmostentirely timeperiods.The dropin the proportionofinjection drug 
associated with injection drug(heroin)use.Asimilarsit users with HIV in 2001.may reflect a new stage of the 
uation is takingplace in other cities of the RussianFed epidemic, with the virusspreading into the general popu
eration[15], wheremorethan 90%ofallnewcasesofHIV lationthrough sexual contact.This latter possibility em
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phasizes the importance of an aggressive education and 
prevention program to better inform the general public 
about the virusand how to prevent its spread. Sofar, no 
suchprogram exists. Weshouldalsomentionthat substi
tution therapy(methadoneand buprenorphine) isforbid
den by lawin Russia. Changing this law to permitmain
tenance therapy is one option to explore in the fight to 
preventHIV and hepatitis B and C infections. 

The veryhighrate of hepatitisC in patientswithdrug 
dependence is extremely likely to be caused by sharing 
injection equipment,giventhat injectionisthemostcom
mon way of heroin consumption in SP and the LR. The 
problem of hepatitisC infectionsislikely to become very 
significant over the next 10-20 yearsfor several reasons: 
it becomes chronic in 75% or more of those infected; 
manypatientswith HIV alsohave hepatitisC, which ac
celerates the courseof AIDS; alcohol use is a long-stand
ingproblem in Russiaand accelerates hepatitisC-related 
liver damage, and hepatitis C-related cirrhosis and liver 
failure occur in about 10% who are chronically infected. 
Wedid not have the resources to genotype the hepatitis 
C virus to determine if it was the type most likely to re
spond to antiviral therapy. However, the costs of such 
treatment, or of liver transplants for patients with end
stage liver disease, are likely to be another very serious 
problem in the future. 

TheprevalenceofHBV and HCVinfection in alcohol
ics was also quite high, which might be related to the 
higher rate of unsafe sexual contacts in persons with al
cohol dependence [17, 18}. Alcohol- andothersubstance
related, unprotectedsexualcontactsare likely to contrib
ute to the spread of HIV and hepatitis from substance 
abusers into the general population.This may be occur
ringalready, as suggested bythe data showing a high pro
portionof patients in the LRCAwhohavebeeninfected 
withhepatitisBand C but haveno history ofa substance 

References 

use disorder. These data indicate that education about 
howHIV andhepatitisBand C isspread, and widespread 
vaccination against hepatitisBofpersons at highrisk(es
pecially those with drug and alcohol dependence and 
their sexualcontacts) could be a very important public 
health measure. So far, no such program exists, mainly 
due to concerns about compliance with the vaccination 
regimen and financial constraints. Finally, the high prev
alence of alcohol dependence among patients with TB 
indicatesthat assessment and treatmentofalcohol depen
denceshouldbepart of thestandardcarein a TBhospital 
since it appears that alcoholism puts individuals at an 
especially highriskofTB. 

Thesedata, takentogether, indicatethat substance use 
disorders and HIV, hepatitisB and C, and TB areparal
lel, overlapping epidemics. The impact of alcohol and 
druguseon initialinfection and subsequent medical care 
are key issues, as is the impact of infectious diseases on 
the recovery of persons with alcohol and drug depen
dence. Education of the general public about how these 
diseases are transmitted is urgently needed, along with 
prevention and treatment programs for both substance 
use disorders and infectious diseases that crossthe lines 
of specific disease boundaries. The Russian health care 
systemmayneed re-organizing to address theseco-mor
bidities. 
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Abstract: Utilization of emergency department (ED) services and hospitaliza
tion among a cohort of substance abusers are described based on structured 
research interviews with 470 adults without primary care admitted to an urban 
residential detoxification program. Cross-sectional analysis of baseline data of 
subjects found nearly 19% of subjects went to an ED on 2 or more occasions 
in the 6 months prior to detoxification and 14% were admitted for an overnight 
hospitalization. Upon further analysis of past 6-month ED utilization, the follow
ing factors were independently associated with increased odds of ED use: White 
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fered with seeking care from a regular doctor. Subjectswith cocaine as a primary 
problem had lower odds of ED utilization than a reference group with alcohol as 
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BACKGROUND 

Every day, over 23,000 persons receive substance abuse care in US detox
ification centers (1). Admissions to detoxification services, while brief, are 
an important source of care for substance abuse problems; detoxification 
admissions exceed the number of residential treatment and hospital stays 
for substance abuse. Twenty-two percent of alcohol admissions, 46% of 
heroin admissions, and 22% of cocaine admissions were for detoxifica
tion care in 1999. Receipt of detoxification care represents an important 
opportunity to address not only alcohol and drug problems but also to 
assess the need for other medical and social services. 

Despite the widespread use of detoxification care among persons 
with alcohol and drug problems, limited information exists on the types 
of medical care that substance abusers seeking detoxification receive and 
the factors that lead to such medical care use among these individuals. 
For some, detoxification may be the only care they seek. Onsite health 
services are not routinely incorporated into drug abuse treatment pro
grams (2). Of particular interest is the group of substance abusers without 
any identified source of regular medical care. These persons may be using 
services in an uncoordinated fashion without any ongoing clinical man
agement (3-5). 

There are medical and social reasons that may result in substance abu
sers placing high demands on the medical system. Emergency departments 
(EDs) may be perceived by vulnerable populations as the most accessible 
source of medical care, even for non-urgent reasons (6). Cocaine users 
present to EDs with nontraumatic chest pain (7), respiratory complica
tions (8), and other adverse health consequences (9, 10). Heroin users 
present with bacterial endocarditis (11), cellulitis, pneumonia (12), and 
overdose (10). Chronic illicit drug users are 30% more likely to use ED 
care than occasional or non-drug using persons (6, 13). Psychiatric 
patients with comorbid substance use disorders have 2.8 times the odds 
as other psychiatric patients of visiting the ED repeatedly (14). Addition
alIy, alcohol abusers among the mentally ill are at increased risk of hospi
talization (15), psychiatric rehospitalization (16), and are heavy medical 
service utilizers (17). It is likely that some of the increased utilization is 
associated with circumstances resulting from serious health problems 
among drug users rather than simply inappropriate use (18-22). 

The present study is a secondary analysis of baseline data colIected 
in a randomized trial of a multidisciplinary intervention to link adults 
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in a residential detoxification unit to primary medical care (21). The 
intervention involved evaluation in a clinic onsite at the detoxification 
unit including a referral to primary care (23). Given the focus of the trial, 
and a desire to understand a group receiving the least coordinated care, 
the study enrolled only those detoxification patients who had no primary 
care physician. The primary outcome of interest of the randomized trial 
was attendance at an off-site primary care appointment within 12 months 
of detoxification care. Prior studies of medical care use among substance 
abusers haveeither excluded or not commented on this population of adults 
seeking detoxification care without established primary medical care. 

The present study sought to establish baseline rates of intensive medi
cal care (hospitalization and emergency department use) among adults 
with no regular physician with acute alcohol and drug use problems. In 
addition, we sought to determine factors associated with increased ED 
utilization. We hypothesized that utilization of emergency and inpatient 
medical services was high for this population and that even accounting, 
in part, for medical need, addiction related factors and self-perceived bar
riers to routine medical care would be associated with increased use of 
these services prior to detoxification. 

METHODS 

Subjects 

All subjects were recruited from a single residential detoxification unit in 
the Boston, Massachusetts area between February 1997 and April 1999. 
Patients who met the following inclusion criteria were invited to partici
pate in the study after they had been in the unit for a minimum of 24 
hours: 1) alcohol, heroin, or cocaine was the first or second drug of 
choice; 2) age greater than 17 years; 3) present or planned residence in 
the study institution's catchment area where primary care was to be 
arranged, or homelessness. The following exclusion criteria were assessed 
at the time of initial screening for study recruitment: 1) an established 
relationship with a primary care physician that the patient intended to 
continue (self-report); 2) mental status deficiencies making the subject 
unable to provide pertinent history or informed consent; 3) specific plans 
to leave the Boston area in the next 12 months; 4) inability to provide 
three contact names; 5) pregnancy; and 6) not fluent in English or 
Spanish. Mental status deficiencies were assessed by administering the 
Mini-Mental State Examination (24). Individuals scoring less than 21 
of 30 points on this standard test of cognition were excluded from the 
study. Further description of the study methods has been previously 
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reported (21). The study was approved by the Institutional Review Board 
at the study's institution and a certificate of confidentiality was secured 
from the federal government to further protect subjects' privacy. 

Subject Assessment at Baseline 

After enrollment, all subjects received an interviewer-administered base
line assessment, typically lasting one hour, from a trained research associ
ate. The baseline instrument included the following instruments or 
assessed the following issues: demographics; homelessness (had at least 
one month in homeless shelter in past 5 years); mental and physical 
health status in the past 4 weeks (the SF-36 Health Survey) (25); chronic 
and episodic medical problems (26); substance use history and current 
problems as measured by the Addiction Severity Index (27); health care 
utilization; self-perceived barriers to accessing medical services from a 
regular doctor from a list of potential barriers; and health insurance any
time in the past 6 months. Health insurance included Medicaid, Medi
care, health insurance from a job or family member's job, or any other 
health benefits plan that paid for medical care expenses. 

Measurement of Utilization and Barriers 

Data reported by subjects were used to determine ED and hospital utiliza
tion in the 6-month period prior to the interview. The specific questions 
were: "In the last 6 months, did you go to a hospital emergency room 
for medical care?" and "How many times in the last 6 months did you 
go to a hospital emergency room?" Patients were further asked to list 
the names of the EDs visited. Patients were asked: "In the last 6 months, 
have you been a patient in a hospital, overnight or longer? (not including 
a detoxification program or an emergency room stay only)". Patients were 
further asked how many times and how many nights in the last 6 months 
and the names of the hospitals. Hospitalizations included both medical and 
psychiatric. Subjects were shown a card with a list of 12 statements about 
reasons for not having a regular doctor and asked for a "yes/no" response 
to each response to the question "Which of the following statements, if 
any, are reasons why you don't have a regular medical doctor?" Statements 
read to subjects included payment barriers ("I cannot pay for services"), 
system/structural barriers ("The office or clinic hours are inconvenient"), 
help-seeking attitudes or beliefs ("I'm afraid others will find out about a 
health problem I have"), social disadvantage/hardship ("I do not have 
a babysitter or someone to watch my child"), and substance abuse ("My 
substance abuse interferes ..."). This list was generated by the study 
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authors based on experience in clinical practice and participation in Sub
stance Abuse and Mental Health Services Administration's (SAMHSA) 
cooperative agreement study on managed care for vulnerable populations. 
Similar system factors (28) and attitudinal factors (29) have been reported 
as access barriers to needed medical and mental health care. 

Data Analysis and Conceptual Framework 

Descriptive statistics were used to describe hospitalization and ED utiliza
tion in the 6 months prior to detoxification and study enrollment. Chi
square analysis of barrier statements compared the perceptions of subjects 
with insurance (primarily Medicaid) to subjects without insurance. Two 
or more visits to the ED was chosen for the outcome in the regression 
analyses to try to focus on a pattern of ED use that was potentially 
preventable or perhaps an indicator of over-reliance on episodic care. 

Exploratory analysis assessed the bivariate association of theoreti
cally relevant demographic, health status and other risk factors for repeat 
(>2) ED visits. The independent variables explored with these analyses 
were conceptualized focusing on the individual and vulnerability deter
minants of the behavioral model of health care utilization (30-32). Pre
disposing determinants included demographic characteristics. Enabling 
determinants included subjects' perceived barriers to having a regular 
doctor, insurance status, and unemployment. Need/illness determinants 
had two components: (1) vulnerability factors including substance use 
and homelessness, and (2) injury and health status. Since serious injuries 
and drug overdoses were common reported problems, inclusion of these 
variables in an analysis of utilization need was adopted. 

The results from these bivariate analyses were used to reduce the list 
of variables included in the subsequent multivariable analyses. Variables 
with nonsignificant bivariate associations with theoretical importance 
that did not contribute to the final analysis include indicators of jail time 
in the past 6 months and lifetime injection drug use status. The signifi
cance of differences between the subject groups with and without repeat 
ED visits was determined by the chi-square statistic, or t-tests in the case 
of continuous variables. 

To create a parsimonious multivariable model, when two or more 
variables were highly correlated (Pearson's correlation, r > .40), the 
authors chose the most clinically relevant factor for inclusion in sub
sequent analyses. To identify the relative importance of different con
tributing factors, a series of logistic regressions incorporating 4 groups 
of variables was used to predict 2 or more ED visits in the prior 6 months. 
The first group, demographic, and predisposing variables, included 
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gender, age, and an indicator for white race. Enabling variables, the 
second group entered, included having insurance, being unemployed, 
and five indicator variables for barriers to having a regular doctor. The 
third group entered focused on indicators of medical need from substance 
use vulnerability, and included having heroin or cocaine as a primary 
drug (reference group alcohol), and an indicator of a history of homeless
ness. Medical need, the fourth group entered, included measures of ever 
having an overnight hospitalization, the SF-36 mental component sum
mary scales, and being told by a physician of a chronic medical condition. 
The contribution of each risk factor is reported as an adjusted odds ratio, 
with all analyses conducted using SAS (33). 

RESULTS 

General Characteristics 

Of 2,062 patients screened at the detoxification unit, 1,420 did not meet 
study eligibility criteria; the major reasons were self-report that they 
already had an established primary care physician (n = 980, 69%), and 
residence not in proximity to the referral primary care clinic area 
(n = 204, 14%). Of 642 eligible subjects, 470 (73%) provided informed 
consent and participated in this study; the remainder left the detoxifica
tion unit before being approached for informed consent, could not be 
scheduled on the clinic day, or refused informed consent. Refusal to 
participate was unusual. More commonly, a subject found eligible was 
discharged from the program before informed consent could be adminis
tered or before one of the two weekdays of clinic operation. 

Characteristics of subjects are shown in Table 1. Subjects were gen
erally young (mean age 35.8 years), 39% unemployed, 75% male, and 
ethnically diverse, with 13% born outside the US. Characteristics reflect 
a disadvantaged status, with a high proportion homeless. Alcohol was the 
first or second drug of choice for 63% of subjects; recent cocaine use was 
endorsed by 65% of subjects, heroin use by 38%. 

Health Status 

A high proportion of these detoxification patients reported lifetime 
chronic illness and recent infectious disease, indicating need for medical 
attention. Nearly one-half (47%) stated that a physician had previously 
told them that they had at least one condition from a list of chronic con
ditions: asthma/emphysema or chronic lung disease, high blood pressure, 
chronic liver disease, seizures/epilepsy, chronic arthritis/osteoarthritis, 
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Table 1. Demographic characteristics and health status of detoxification subjects 
(n = 470) 

Characteristic N Percent 

Male 
Race 

Black 
White 
Hispanic 
Other 

Homeless shelter past 5 years, 
at least one month 

Unemployed 
Any Insurance past 6 months 
English Ist Language 
Age, mean years (SD) 
SF-36 standardized mental 

component summary, mean score (SDt 
General health 

Excellent/very good 
Good 
Fair 
Poor 

Chronic medical condition (told by doctor) 
Shot, stabbed or traffic accident, past 6-months 
Drug incident requiring ED attention" 
Self-reported drug of choice (primary drug) 

Alcohol
 
Cocaine
 
Heroin
 

Medical problems in past 30 days 
Mean number of days (SD), if any 

359
 

218
 
173
 

51
 
28
 

219
 

181
 
187
 
418
 

36 (8) 
32 (8) 

186
 
143
 
110
 
31
 

222
 
52
 
68
 

185
 
156
 
128
 
287
 
13.3 (\ 1.0) 

76
 

46
 
37
 
II
 
6
 

47
 

39
 
40
 
89
 

40
 
30
 
23
 
7
 

47
 
11
 
14
 

39
 
33
 
27
 
61
 

UN = 468. 
bChest pain after cocaine, overdose; ED = emergency department. 

peripheral neuropathy, HIV/ AIDS, heart attack (myocardial infarction), 
other heart disease requiring medication, diabetes, cancer, heart failure 
(congestive heart failure), and stroke. Table 1 presents other summary 
information on subjects' health at time of detoxification. Traumatic 
injury from gunshot, stabbing or traffic accident was also common. In 
the prior 6 months, 14% of all subjects reported overdose or chest pain 
after cocaine use requiring an emergency department visit, 12% physical 
assaults by a known individual, and 24% other serious injuries (34). 
Other common acute illnesses included pneumonia (27%), vomiting 
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Table 2. Health services used by detoxification patients without primary care 6 
months prior to detoxification (n = 470) 

Type of care N Percent Range 

Overnight hospitalization 68 14 
Mean admissions (SD), if any 1.5 (1.3) 1-10 
Mean nights (SD), if any 8.5 (12.6) 1-69 

Prior detoxification 223 47 
Mean prior admissions (SD), if any 2.5 (2.5) 1-21 
Mean nights (SD), if any admission 13.6 (12.6) 0--82 

Visited ED 223 47 
Mean visits (SD), if any 1.8 (1.6) 1-16 

blood (19%), abdominal or stomach pain (16%), and ulcers (10%). 
Additional discussion of the health status of these detoxification patients 
without primary medical care has been reported (26). 

Medical Care Utilization 

The majority of subjects were utilizers of a variety of medical services in the 
6 months prior to detoxification. Table 2 presents the type and frequency 
of services used. Over 14% had been hospitalized overnight in the prior 6 
months. Among the hospitalized subjects, the mean number of admissions 
was 1.5 (SD = 1.3) and mean number of nights of care 8.5 (SD = 12.6). 

Nearly one-half of subjects reported at least one visit to a hospital 
ED (47%); 19% went 2 times or more; range 1-16, with a mean among 
hospital ED users of 1.8 (SD = 1.6). When asked the name and location 
of the ED they visited during the prior 6 months, subjects reported loca
tions throughout the metropolitan area, reflecting the complex web of 
service delivery in the Boston area. Some ED visits were out-of-state, per
haps reflecting an injury, unanticipated medical care event, or unstable 
living situation. 

Perceived Barriers to Medical Care 

When read a list of possible reasons perceived as barriers to medical care, 
the majority of subjects agreed with at least one statement related to dif
ficulties paying for regular medical care and to at least one statement 
related to help-seeking attitudes or beliefs about medical care (Table 3). 
Among the group with no insurance, statements about payment barriers 
received the highest level of endorsement (87%). While a smaller pro
portion of those with insurance agreed with statements about payment 
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Table3. Self-reported barriers to having a regular doctor by insurance status last 
6 months (n = 470) 

No insurance Have insurance 
(n = 283) (n = 187) 

Percent (n) Percent (n) 

Payment barriers 87 (246) 59 (III) 
Could not pay for services 85 57 
Not eligible for free care 23 18 

System or structural barriers 37 (105) 46 (86) 
Can't get to services ... 23 35 

transportation problems 
Clinic hours are inconvenient 16 16 
Do not want to lose my job 15 10 

Help-seeking attitudes or beliefs 60 (168) 59 (111) 
Do not know where to go 41 34 
Afraid others ... find out about 10 13 

a health problem I have 
Do not feel I need a regular doctor 22 20 
Other reason 2 6 

Social Disadvantage/hardship 5 (14) 8 (15) 
Do not speak ...English 2 3 

well enough 
Do not have someone... 3 5 

to watch children 
My substance abuse interferes... 61 (173) 65 (121) 

barriers, a majority still reported difficulties in paying for services of a 
regular doctor (59%). The statement "my substance abuse interfered" 
was the most frequent barrier endorsed by the group with insurance 
(65%), and an equally common reason among the uninsured group 
(61%). A large minority of those without insurance (41%) reported they 
did not know where to go for a regular doctor and, the majority (60%) of 
uninsured agreed with at least one help-seeking attitude or belief state
ment. Overall, help-seeking attitudes and beliefs were equally important 
among those with and without insurance, although the distribution of 
specific reasons appeared slightly different. Also very common in both 
groups was mention of a system or structural barrier to having a regular 
doctor, most frequently difficulty getting to the office; at least one system 
or structural barrier was mentioned by a substantial minority of subjects 
with (46%) and without (37%) insurance. Other evidence of social 
disadvantage such as language barriers or unmet childcare needs was 
relatively infrequently noted. 
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Repeated Visits to an Emergency Department 

In the multivariable logistic regression analysis (Table 4), subjects who 
self-identified as white had greater odds of repeat ED use in the past 
6 months relative to non-white subjects (OR=2.2, CI= 1.25-3.83). The 
odds ratio for white race was statistically significant in all model speci
fications, although its magnitude was attenuated when vulnerability 
and need measures were included. Age and gender, the other predisposing 
measures, were not significant in any of the models. 

Among the enabling variables, a self-perception that substance abuse 
interfered with seeking care from a regular doctor significantly increased 
the odds of repeat ED use (OR = 1.9, CI = 1.04-3.64). Again, though it 
remained statistically significant, the magnitude of the coefficient was 
reduced when medical need variables were added to the final model. This 
may indicate that association with need moderated some of the influence 
of this enabling determinant, Subjects with insurance were more likely to 
seek repeat ED care (OR = 1.6, CI = 0.94-2.87, p = 0.08 in the final 
model); however, its impact appeared to be moderated by health needs. 
Other enabling variables (recent employment status, other perceived 
barriers to regular doctor) were not associated with repeat ED visits. 

Homeless subjects had increased odds of repeat ED visits (OR = 2.1, 
CI = 1.18-3.68). Subjects who perceived cocaine as the primary drug 
problem had reduced odds of repeat ED visits (OR = 0.5, CI = 0.22
0.97), even after controlling for other medical needs, relative to subjects 
with alcohol as a primary problem. Heroin users had reduced odds rela
tive to alcohol users but the coefficient was not statistically significant. 

DISCUSSION 

Detoxification patients reported a notable burden of lifetime chronic ill
ness, recent infectious diseases, and trauma indicating a vulnerability to 
illness episodes that might require frequent medical contact to manage 
symptoms, maintain treatment, or respond to acute problems (26, 34). 
In this study, hospital and ED utilization were common. While we did 
not query the specific reasons for ED visits, it is likely that not all ED 
use was inappropriate. Given the medical needs of this sample, some 
ED use was undoubtedly warranted. To better understand preventable 
or over-reliance on the ED, we focused the final investigation on repeat 
ED use. Despite this approach, it is possible, even likely, that this mea
sure of ED use may include truly needed ED care. 

The present research was largely exploratory because only one 
prior study has reported ED use among substance abusers undergoing 
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detoxification (43). Comparable to the 47% of the present research cohort 
reporting emergency department use in the past 6 months (Table 2),63% 
of the prior study's drug users (n = 77) had at least one emergency depart
ment visit in the prior year. Hospitalization rates were less comparable, 
with the present research showing 14% of patients being hospitalized in 
the past 6 months, compared to the prior study's finding of 46% of 
patients undergoing hospitalization in the past year. That study also 
found that drug users were 2.3 times as likely to have at least one visit 
to an emergency department in the past year and 6.7 times as likely to 
be hospitalized as non-drug users who sought care at a general hospital 
walk-in clinic. However, the previous study did not distinguish those 
patients with a primary care relationship from those patients without such 
care. A second study of addicted patients seeking treatment or detoxifica
tion found that 55% of 5,824 patients had recent ED use (past 3 months) 
and recent ED use was not significantly associated with having a primary 
care physician. In that study, 41% did not have a primary care physician 
(44). Another study showed that among the homeless, those with repeat 
ED use were significantly more likely to be substance users (45). 

In logistic regression models, indicators of medical needs (i.e., being 
told of a chronic medical condition, having an injury in the past 6 months) 
were associated with repeat ED use, as hypothesized and consistent with 
other utilization studies (35, 36, 38, 39, 46). Homelessness, an indicator 
of social vulnerability, also was associated with increased odds of repeat 
ED use. Unanticipated results included the finding that subjects who were 
white had increased odds of 2 or more visits to the ED in a 6-month period. 
This finding is not explained by age, medical need, medical insurance, per
ceptions of barriers to regular doctors, or substance use. Also somewhat 
surprisingly, the mental health status measure, the SF-36 mental compo
nent summary, was not a significant determinant. This measure of mental 
health reflected a two-week window prior to the interview, whereas the 
study's utilization measure reviewed a 6-month period. It is still possible 
that mental health is associated with ED utilization. If current mental 
health status was not sufficiently correlated with prior mental health sta
tus, this measure of mental health needs may have been inadequate. 

We studied the health care utilization of substance abusers for the 
immediate period before they were admitted for detoxification care. While 
this is a period of particularly high healthcare needs, previous utilization 
studies rarely focus on this vulnerable period for a substance abusing 
population (5). Since substance abusers often seek detoxification during 
a crisis, the detoxification stay may also be a potentially "teachable" 
moment. Furthermore, nationally, a high proportion of all admissions 
for substance abuse care take place in detoxification programs. Some 
substance abusers rely on detoxification programs as their only source of 
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addictions care. Again, this demonstrates that detoxification care may 
provide a limited opportunity to link substance abusers to other services 
they need. 

This study focuses on substance abusers reporting no relationship 
with a regular doctor, a group of particular interest to policymakers 
interested in reaching the hardest to engage group. In Boston (the study 
area), people with chronic or episodic serious medical conditions have 
various opportunities to obtain free medical care through health clinics 
and a state hospital-based free care program. Also, a substantial pro
portion of low-income individuals can enroll in an expanded Medicaid 
program in Massachusetts and be assigned a primary care doctor. 
Indeed, a substantial proportion of this study sample reported some 
health insurance (primarily Medicaid) and thus had some payment 
method for regular doctors. Despite opportunities to establish a relation
ship with a primary care physician, utilization of episodic health services 
was high. Multiple indicators of high medical needs and the notable fre
quency of ED use and hospitalizations underscore the importance that a 
primary care relationship may hold. In a Medicaid population it was pre
viously reported that continuity of care with a provider was associated 
with a decreased future likelihood of hospitalization (37). 

Since care-seeking is a complex decision process, it is influenced by 
the individual's self-perceived distress, own attitudes, encouragement 
from others, cost of care, and ease of access (40). Our hypothesis that 
barriers to primary care would increase ED use is informed by service 
studies. A study of a nationally representative sample of adults reported 
that dissatisfaction with the usual source of care and perceived barriers to 
a usual source of care were associated with having an ED visit for non
urgent care (47). A second community-based study of injection drug 
users, other drug users, and nonusers found that injection and other drug 
users were less satisfied with access to care than non-drug users (41). 

Despite pressing medical and addictions issues, a substantial pro
portion of the sample in this study reported they "didn't need a regular 
doctor", or had another fear or notion about medical care that may have 
precluded seeking care from a regular doctor, consistent with a prior study 
of drug users who had not sought health care (42). These attitudes were 
sometimes accompanied by other frustrations: Difficulty seeking care at 
a convenient time or location. Even among the insured, there was a per
ception that they could not afford to have a regular doctor. Nevertheless, 
most self-reported attitudes and barriers to a regular doctor were not 
associated with repeated use of the ED as a site of care. Analogously, a 
study of the homeless in Los Angeles found that competing priori
ties affected use of regular medical care, but were not associated with 
increased hospitalization rates (32). 
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There are several limitations associated with the present study. Detox
ification patients who had primary care were excluded; the study was not 
able to compare subjects to a comparison group of detoxification patients 
who did have established primary care. Rather, the notable high use of ED 
and other utilization services was compared to findings from substance 
abusing cohorts reported in the literature. Furthermore, subjects in the 
current study lived in the catchment area of a hospital that provided care 
to all patients regardless of health insurance status. Communities without 
this resource might have different utilization for similar patients. 

Utilization data obtained by self-report is a limitation. Self-report 
data can lead to underreporting because of difficulty in recalling distant 
medical events or over-reporting because of "telescoping" or reporting an 
event that actually occurred in a prior period. However, such issues were 
addressed by the nature of this study's design: a) the recall period is rela
tively brief, only 6 months; b) ED and hospitalization were chosen as the 
focus of this study, as these important events are easier to recall than out
patient visits; and, c) the outcome analyzed is a dichotomous measure 
rather than a less reliable count measure. A related limitation is that 
self-reported ED and hospitalization utilization were not verified by 
medical records. However, for other analyses not reported here we con
ducted a sub-study involving the search of computerized administrative 
data on primary care visits from two major sites of primary care for this 
population. We discovered that of subjects with self-report data who 
were determined by administrative data to have linked to primary care, 
81% reported linkage (kappa = 0.41) (21). It is likely that the reliability 
of reporting ED and hospitalization would be even higher. 

The results present one reason to hypothesize that establishment of 
primary medical care would reduce the episodic pattern of care seen here. 
Subjects that acknowledged their substance abuse interfered with getting 
care from a regular doctor were more likely to have repeated ED visits. 
Prior research with adults with an identified health problem found that 
chronic drug users were more likely than non-drug users to not desire 
medical treatment or delay seeking needed services (42). Yet, attitudinal 
reasons for not getting care are not queried in all access studies and deserve 
further study by health services researchers (28). This tendency to delay 
needed care may in part explain higher ED utilization among a subgroup 
of the detoxification patients. We speculate that both the awkwardness of 
not being able to maintain abstinence, and the disorganized life associated 
with continued substance use, hinder a relationship with one doctor and 
may promote delays in seeking care at the first sign of symptoms. Attend
ing to these issues in detoxification or other substance abuse programs, for 
example, by facilitating the establishment of primary medical care, may be 
beneficial in reducing reliance on episodic sources of care. 
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Understanding and effectivelyaddressing perceptions about the value 
of care may also address the difference in ED utilization found between 
White subjects and subjects from other racial/ethnic groups. This type 
of association is suggested by a study of drug users, where African 
American, Hispanic, and white drug users reported different attitudes 
towards the value of getting drug treatment and different perceptions of 
their need for drug treatment (48). 

Evidence also is provided that it is meaningful in health services studies 
to take into consideration the primary drugs of abuse. In this sample of sub
stance abusers requiring detoxification, cocaine users were less likely than 
alcohol users to require repeat emergency care, a finding consistent with 
different types of medical events in the two groups and perhaps suggesting 
an overall propensity of alcohol abusers to seek episodic care (40, 49). 

Generally, these findings suggest that policymaking that addresses 
payment and structural barriers to doctor office care alone might not 
be enough to change reliance upon the ED as an important source of care 
in this population if substance abuse issues continue to interfere. Other 
approaches, attentive to the special characteristics of substance abusers, 
that actually link persons in detoxification programs to medical care 
could be fruitful (36). This study's findings may be very generalizable 
to the common situation in the U.S. in which alcohol and drug dependent 
individuals do not have good access to primary medical care. Addressing 
a broader range of health issues in the one healthcare setting in which 
these challenging to engage individuals present for care, a residential 
detoxification unit, provides novel opportunities for behavioral adminis
trators and clinical managers. The substance abuse treatment setting is an 
opportunity to address the health needs and health expenditures for this 
high utilizing population with medical and mental health co-morbidities. 
Interventions that address some of the attitudes that were common in this 
group might have success at establishing a sustained primary care 
relationship that ultimately changes utilization patterns. 

ACKNOWLEDGEMENTS 

This work is supported in part by the General Clinical Research Center 
grant MOl RR00533 from the National Center for Research Resources 
and by grants from the National Institute of Alcohol Abuse and Alco
holism (ROI AA 10870) and the National Institute on Drug Abuse 
(RO 1 DA 10019). An abstract of an earlier version of this article was pre
sented at the Annual Meeting of the Association for Health Services 
Research, June 2000. The authors thank Jessica Richardson for assist
ance with manuscript preparation. 



450 M. J. Larson et al. 

REFERENCES 

1. Substance Abuse and Mental Health ServicesAdministration. Treatment Epi
sode Data Set (TEDS): 1994-1999. National Admissions to Substance Abuse 
Treatment Services. Office of Applied Studies. DASIS Series: S-14, DHHS 
Publication No. (SMA) 01-3550, Rockville, MD, 2001. 

2. Friedmann PD, Alexander JA, Jin L, D'Aunno TA. On-site primary care and 
mental health services in outpatient drug abuse treatment units. J Behav 
Health Serv Res 1999; 26(1):80-94. 

3. Samet JH, Saitz R, Larson M1. A case for enhanced linkage of substance 
abusers to primary medical care. Substance Abuse 1996; 17(4):181-192. 

4. Samet JH, Friedmann P, Saitz R. Benefits of linking primary medical care 
and substance abuse services: Patient, provider, and societal perspectives. 
Arch Intern Med 2001; 161(1):85-91. 

5. McGeary KA, French MT. Illicit drug use and emergency room utilization. 
Health Serv Res 2000; 35(1 Pt 1):153-169. 

6. Falik M, Needleman J, Wells BL, Korb 1. Ambulatory care sensitive hospi
talizations and emergency visits: Experiences of Medicaid patients using fed
erally qualified health centers. Med Care 2001; 39(6):551-561. 

7. Lange RA, Hillis LD. Cardiovascular complications of cocaine use. N Engl J 
Med 2001; 345(5):351-358. 

8. Perper JA, Van Thiel DH.	 Respiratory complications of cocaine abuse. 
Recent Dev Alcohol 1992; 10:363-377. 

9. Patkar AA, Sterling RC, Gottheil E, Weinstein SP. A comparison of medical 
symptoms reported by cocaine-, opiate-, and alcohol-dependent patients. 
Substance Abuse 1999; 20(4):227-235. 

10. Substance Abuse and Mental Health Services Administration.	 Emergency 
Department Trends from the Drug Abuse Warning Network, Preliminary 
Estimates January-June 2001 with Revised Estimates 1994 to 2000. Office 
of Applied Studies. DAWN Series D·20, DHHS Publication No. (SMA) 
02-3634. Rockville, MD, 2002. 

11. Nahass	 RG, Weinstein MP, Bartels J, Gocke DJ. Infective endocarditis 
in intravenous drug users: A comparison of human immunodeficiency virus 
type l-negative and -positive patients. J Infect Dis 1990; 162(4):967-970. 

12. Samet JH, Shevitz A, Fowle J, Singer DE. Hospitalization decision in febrile 
intravenous drug users. Am J Med 1990; 89(1):53-57. 

13. French MT, McGeary KA, Chitwood DD, McCoy CB. Chronic illicit drug 
use, health services utilization and the cost of medical care. Soc Sci Med 
2000; 50(12):1703-1713. 

14. Curran GM, Sullivan G, Williams K, Han X, Collins K, Keys J, Kotrla KJ. 
Emergency department use of persons with comorbid psychiatric and sub
stance abuse disorders. Ann Emerg Med 2003; 41(5):659-657. 

15. Sul1ivan G, Wells KB, Morgenstern H, Leake B. Identifying modifiable risk 
factors for rehospitalization: A case-control study of seriously mentally ill 
persons in Mississippi. Am J Psychiatr 1995; 152(12):1749-1756. 



451 Emergency Department and Hospital Utilization 

16. Kent S, Yellowlees P. Psychiatric and social reasons for frequent rehospitali
zation. Hosp Comm Psychiatr 1994; 45(4):347-350. 

17. Booth BM, Blow FC, Cook CA, Bunn JY, Fortney lC. Relationship between 
inpatient alcoholism treatment and longitudinal changes in health care utili
zation. 1 Stud Alcohol 1997; 58(6):625-637. 

18. Neumark YD,	 Van Etten ML, Anthony lC. "Alcohol dependence" and 
death: Survival analysis of the Baltimore ECA sample from 1981 to 1995. 
Subst Use Misuse 2000; 35(4):533-549. 

19. Neumark YD, Van Etten ML, Anthony lC. "Drug dependence" and death: 
Survival analysis of the Baltimore ECA sample from 1981 to 1995. Subst Use 
Misuse 2000; 35(3):313-327. 

20. Hwang SW, Orav	 El, O'Connell 11, Lebow 1M, Brennan TA. Causes of 
death in homeless adults in Boston. Ann Intern Med 1997; 126(8):625-628. 

21. Samet	 lH, Larson Ml, Horton Nl, Doyle K, Winter M, Saitz R. Linking 
alcohol and drug dependent adults to primary medical care: A randomized 
controlled trial of a multidisciplinary health evaluation in a detoxification 
unit. Addiction 2003; 98:509-516. 

22. Saitz R, Larson Ml, Horton Nl, Winter M, Samet lH. Linkage with primary 
medical care in a prospective cohort of adults with addictions in inpatient 
detoxification: Room for improvement. Health Serv Res 2004; 39(3):587-606. 

23. Sweeney LP, Samet lH, Larson Ml, Saitz R. Establishment of a multidisci
plinary Health Evaluation and Linkage to Primary care (HELP) clinic in a 
detoxification unit. 1 Addict Dis 2004; 23(2):33-45. 

24. Folstein MF,	 Folstein SE, McHugh PRo "Mini-mental state". A practical 
method for grading the cognitive state of patients for the clinician. 1 Psy
chiatr Res 1975; 12(3):189-198. 

25. Ware	 lr. lE. SF-36 Health Survey: Manual and Interpretation Guide. 
Boston: The Health Institute - New England Medical Center, 1993. 

26. De Alba I, Samet lH, Saitz R. Burden of medical illness in drug and alcohol 
dependent persons without primary care. Am 1 Addict 2004; 13(1):33-45. 

27. McLellan AT, Kushner H, Metzger D, et al. The fifth edition of the addiction 
severity index. 1 Subst Abuse Treat 1992; 9(3):199-213. 

28. Strunk BC, Cunningham Pl. Treading Water: Americans' Access to Needed 
Medical Care, 1997-2001. Washington, DC: Center for Studying Health 
System Change, March 2002. 

29. Roper	 Starch Worldwide Inc. America's Mental Health Survey 2001. 
New York, NY: The National Mental Health Association, May 2001. Roper 
Number: CNT505. 

30. Andersen R, Newman IF. Societal and individual determinants of medical 
care utilization in the United States. Milbank Mem Fund Q Health Soc 
1973; 51(1):95-124. 

31. Phillips KA, Morrison KR, Andersen R, Aday LA. Understanding the context 
of healthcare utilization: Assessing environmental and provider-related vari
ables in the behavioral model of utilization. Health Serv Res 1998; 33(3 Pt I): 
571-596. 



452 M. J. Larson et al. 

32. Gelberg L, Gallagher TC, Andersen RM, Koegel P. Competing priorities as a 
barrier to medical care among homeless adults in Los Angeles. Am J Public 
Health 1997; 87(2):217-220. 

33. SAS/STAT Software, Version 8.2 of the SAS System for Windows [computer 
program]. Version 8.2. Cary, NC: SAS Institute Inc., 2001. 

34. Rees VW, Horton NJ, Hingson RW, Saitz R, Samet JH. Injury	 among 
detoxification patients: Alcohol users' greater risk. Alcohol Clin Exp Res 
2002; 26(2):212-217. 

35. Wenzel SL, Bakhtiar L, Caskey NH, et al. Homeless veterans' utilization of 
medical, psychiatric, and substance abuse services. Med Care 1995; 
33(11): 1132-1144. 

36. Laine C, Hauck WW, Gourevitch MN, Rothman J, Cohen A, Turner BJ. 
Regular outpatient medical and drug abuse care and subsequent hospitaliza
tion of persons who use illicitdrugs. JAm Med Assoc2001;285(18):2355-2362. 

37. Gill JM, Mainous AG, 3rd. The role of provider continuity in preventing 
hospitalizations. Arch Fam Med 1998; 7(4):352-357. 

38. Padgett D, Struening EL, Andrews H. Factors affecting the use of medical, 
mental health, alcohol, and drug treatment services by homeless adults. 
Med Care 1990; 28(9):805-821. 

39. Koegel P, Sullivan G, Burnam A, Morton SC, Wenzel, S. Utilization of men
tal health and substance abuse services among homeless adults in Los 
Angeles. Med Care 1999; 37(3):306-317. 

40. Mechanic D. Removing barriers	 to care among persons with psychiatric 
symptoms. Health Aff 2002; 21(3):137-147. 

41. Chitwood DD, Comerford M, McCoy HV. Satisfaction with access to health 
care among injection drug users, other drug users, and nonusers. J Behav 
Health Serv Res 2002; 29(2):189-197. 

42. McCoy CB, Metsch LR, Chitwood DD, Miles C. Drug use and barriers to 
use of health care services. Subst Use Misuse 2001; 36(6-7):789-806. 

43. Stein MD, O'Sullivan PS, Ellis P, Perrin H, Wartenberg A. Utilization of 
medical services by drug abusers in detoxification. J Subst Abuse 1993; 5(2): 
187-193. 

44. Saitz R, Mulvey KP, Samet JH. The substance-abusing patient and primary 
care: Linkage via and addiction treatment system. Substance Abuse 1997; 
18(4):187-195. 

45. Kushel MB, Perry S, Bangsberg D, Clark R, Moss AR. Emergencydepartment 
use among the homeless and marginally housed: Results from a community
based study. Am J Public Health 2002; 92(5):778-784. 

46. Thornquist L, Biros M, Olander R, Sterner S. Health	 care utilization of 
chronic inebriates. Acad Emerg Med 2002; 9(4):300-308. 

47. Sarver JH, Cydulka RK, Baker DW. Usual source of care and nonurgent 
emergency department use. Acad Emerg Med 2002; 9(9):916-923. 

48. Longshore D, Hsieh SC, Anglin MD, Annon TA. Ethnic patterns in drug 
abuse treatment utilization. J Ment Health Adm 1992; 19(3):268-277. 

49. Weisner C, Mertens J, Tam T, Moore C. Factors affecting the initiation of 
substance abuse treatment in managed care. Addiction 2001; 96(5):705-716. 



American Journal of Gastroenterology ISSN 0002-9270
C© 2006 by Am. Coll. of Gastroenterology doi: 10.1111/j.1572-0241.2006.00616.x
Published by Blackwell Publishing

Hepatitis C Infection Is Associated with Depressive
Symptoms in HIV-Infected Adults with Alcohol Problems
Howard Libman, M.D.,1 Richard Saitz, M.D., M.P.H.,2,3 David Nunes, M.D.,4 Debbie M. Cheng, Sc.D.,2,5

Jessica M. Richardson, B.A.,2 John Vidaver, M.A.,6 Julie K. Alperen, Dr.PH.,2

and Jeffrey H. Samet, M.D., M.A., M.P.H.2,7

1Divisions of General Medicine and Primary Care and Infectious Diseases, Department of Medicine, Beth
Israel Deaconess Medical Center, Harvard Medical School, Boston, Massachusetts; 2Clinical Addiction
Research and Education Unit, Section of General Internal Medicine, Department of Medicine, Boston Medical
Center, Boston University School of Medicine, Boston, Massachusetts; 3Youth Alcohol Prevention Center and
the Department of Epidemiology, Boston University School of Public Health, Boston, Massachusetts; 4Section
of Gastroenterology, Department of Medicine, Boston Medical Center, Boston University School of Medicine,
Boston, Massachusetts; 5Department of Biostatistics, Boston University School of Public Health, Boston,
Massachusetts; 6DM-STAT, Inc., Malden, Massachusetts; 7Department of Social and Behavioral Sciences,
Boston University School of Public Health, Boston, Massachusetts

OBJECTIVES: Depression is common in persons with HIV infection and with alcohol problems, and it has
important prognostic implications. Neurocognitive dysfunction has been reported with chronic
hepatitis C virus (HCV) infection. We hypothesized that HCV infection is associated with more
depressive symptoms in HIV-infected persons with a history of alcohol problems.

METHODS: We performed a cross-sectional analysis of baseline data from a prospective cohort study of 391
HIV-infected subjects with a history of alcohol problems, of whom 59% were HCV antibody (Ab)
positive and 49% were HCV RNA-positive. We assessed depressive symptoms (Center for
Epidemiologic Studies Depression [CES-D]) and past month alcohol consumption. In the primary
analysis, we evaluated whether there were more depressive symptoms in HCV Ab-positive and
RNA-positive subjects in unadjusted analyses and adjusting for alcohol consumption, gender, age,
race, CD4 count, homelessness, drug dependence, and medical comorbidity.

RESULTS: Mean CES-D scores were higher in subjects who were HCV Ab-positive compared with those who
were HCV Ab-negative (24.3 vs 19.0; p < 0.001). In adjusted analyses, the difference in CES-D
scores between HCV Ab-positive and Ab-negative subjects persisted (24.0 vs 19.0; p < 0.001).
Unadjusted mean CES-D scores were also significantly higher in HCV RNA-positive subjects
compared with those who were RNA-negative, and the difference remained significant (24.6 vs
19.3; p < 0.001) in adjusted analyses.

CONCLUSIONS: HCV/HIV coinfected persons with a history of alcohol problems have more depressive symptoms
than those without HCV, and this association is unexplained by a variety of population
characteristics. These data suggest that HCV may have a direct effect on neuropsychiatric function.

(Am J Gastroenterol 2006;101:1804–1810)

INTRODUCTION

Depression in HIV-infected patients is a common but under-
diagnosed condition with important prognostic implications
(1). Depressive symptoms have been associated with poor
medication adherence, more rapid HIV disease progression,
and increased mortality (2). Better understanding of the fac-
tors contributing to depression and its detrimental effect on
the course of HIV infection may be gained by studying the
effect of significant comorbidities.

Alcohol use and hepatitis C virus (HCV) infection are also
common in HIV-infected patients, particularly those with a
history of injection drug use. Alcohol use is clearly associated
with depression and may exacerbate it (3, 4). Chronic HCV
infection has been associated with neurocognitive symptoms,
perhaps mediated by a direct effect on the central nervous
system (5). Interferon, a component of the treatment regimen
for HCV infection, can worsen depressive symptoms (6).

In order to better understand the relation between HCV
infection and depressive symptoms in the context of HIV
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disease, we studied a cohort of HIV-infected patients with a
history of alcohol problems. We tested the hypothesis that
HCV infection is associated with more depressive symptoms
in these HIV-infected subjects.

METHODS

Subject Recruitment
Study subjects were participants in the HIV-LIVE (HIV-
Longitudinal Interrelationships of Viruses and Ethanol)
study, a prospective, observational cohort study of HIV-
infected patients with past or current alcohol problems. The
present study is a cross-sectional analysis of data collected at
entry into the HIV-LIVE cohort.

A total of 401 subjects were recruited from several differ-
ent sources including: (1) a previous cohort study of people
with HIV and alcohol problems (N = 154, 38%) (7); (2) the
Diagnostic Evaluation Unit (DEU), an intake clinic for HIV-
infected patients at Boston Medical Center (BMC) (N = 88,
22%) (8); (3) the HIV Primary Care and Specialty Clinics at
Beth Israel Deaconess Medical Center (BIDMC) (N = 31,
8%); and (4) additional health care centers, homeless shelters,
drug treatment programs, other studies, subject referrals, and
flyers (N = 128, 32%). Enrollment began in August 2001,
and ended in July 2003.

Eligibility criteria for the study included the following:

1. Documented HIV Ab test by ELISA and confirmed by
Western blot (medical record or tested at enrollment).

2. Two or more affirmative responses to the CAGE alcohol
screening questionnaire (9, 10) or physician-investigator
diagnosis of alcoholism.

3. Ability to speak English or Spanish.
4. At least one contact person who was likely to know the

subject’s whereabouts.

Exclusion criteria included: (1) scoring <21 on the 30-item
Folstein Mini-Mental State Examination (MMSE) (11); and
(2) a trained interviewer assessment that the patient was in-
capable of comprehending informed consent or of answering
the interview questions.

If an eligible individual agreed to participate in this study,
a research associate scheduled an appointment for the first in-
terview at BMC’s General Clinical Research Center (GCRC)
or BIDMC’s Clinical Research Center (CRC). All subjects
who met the eligibility criteria and wished to participate in
the study provided written informed consent prior to enroll-
ment. The Institutional Review Boards of BMC and BIDMC
approved this study. Additional privacy protection was se-
cured by the issuance of a Certificate of Confidentiality by
the Department of Health and Human Services to protect sub-
jects from release of their research data even under a court
order or subpoena.

Subject Assessment
After enrollment, subjects received an interviewer-admi-
nistered assessment. The assessment included questions on

the following: demographics; depressive symptoms (Center
for Epidemiologic Studies Depression [CES-D] scale) (12);
medical comorbidity by a validated interview measure (13);
current and lifetime alcohol use and dependence (Compos-
ite International Diagnostic Interview [CIDI]) (14); current
drug dependence (CIDI Short Form); and HIV risk behaviors
(Risk Assessment Battery [RAB], modified version) (15).
Past month alcohol consumption was assessed using a vali-
dated calendar method (16). Heavy alcohol consumption was
defined as more than 14 drinks per week or more than 4 drinks
on any one occasion for men aged 65 yr and younger; or more
than 7 drinks per week or more than 3 drinks on any one oc-
casion for women and anyone over the age of 65 yr. Moderate
use was defined as 1 or more drinks in the past 30 days but
less than the “heavy” category. Abstinent was defined as no
drinks in the past 30 days. Homelessness was defined as hav-
ing spent at least one night either on the street or in a shelter
in the 6 months prior to the interview.

All subjects in this cohort were Ab tested for HCV in-
fection. Those who were Ab-positive had HCV testing by
RNA measurement using polymerase chain reaction testing
to verify the presence of active infection.

Primary Outcome
The primary study outcome was depressive symptoms, which
were assessed using the CES-D (12). The CES-D is a short
self-report tool intended to assess depressive symptoms in
the general population. It consists of 20 questions concerning
mood and behavior over the past week with results reported
as rarely or none of the time (<1 day), some or a little of the
time (1–2 days), occasionally or a moderate amount of the
time (3–4 days), or most or all of the time (5–7 days). CES-D
scores can range from 0 to 60. Higher CES-D scores reflect
the presence of more depressive symptoms.

Primary Independent Variable
The main independent variable was HCV status, which was
defined in two ways: (1) HCV Ab-positive versus Ab-negative
and (2) HCV RNA-positive versus RNA-negative. Examina-
tion of the independent variable in this manner was deemed
important to identify a potential biologic effect of HCV infec-
tion on depressive symptoms. For the purpose of the analysis,
HCV Ab-negative subjects were assumed to be HCV RNA-
negative (17).

Statistical Analyses
χ2 and Wilcoxon rank sum tests were used to compare sub-
ject characteristics by HCV serologic status. Multiple linear
regression models were used to assess the cross-sectional as-
sociation between HCV infection and depressive symptoms.
Separate analyses were performed for each method of defin-
ing HCV status. Covariates examined included alcohol con-
sumption (abstinent vs moderate vs heavy) (18), gender, age,
race (black vs white vs Hispanic vs other), CD4 cell count,
homelessness (yes vs no), diagnosis of drug dependence (yes
vs no), and medical comorbidity. Self-reported information
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was available on whether subjects ever used injection drugs.
However, this variable was highly correlated with HCV in-
fection status, whereas drug dependence diagnosis was not.
Thus, drug dependence diagnosis was included as the covari-
ate in regression analyses to avoid potential collinearity.

Secondary analyses were conducted modeling CES-D as
a binary outcome (CES-D ≥ 23 vs CES-D < 23) and also
modeling CES-D as a continuous outcome excluding those
questions (1, 5, 7, 11, 20) that reflect somatic symptoms.
Additional analyses were conducted to assess the following
potential confounders: MMSE; ever received interferon ther-
apy; educational level (high school vs not); employment sta-
tus (yes vs no); income level (above vs below median); and
current injection drug use (within 6 months). To assess the
potential bias from including subjects who were previously
on interferon therapy, the primary analysis was repeated ex-
cluding those subjects.

All analyses were conducted using two-sided significance
tests defining p < 0.05 as statistically significant. Analyses
were performed using SAS software (version 8.2; SAS Insti-
tute, Cary, NC).

RESULTS

Of the 401 HIV-infected subjects with current or past alcohol
problems enrolled in the HIV-LIVE cohort, 391 had available
HCV Ab test results. Of these 391 subjects, 231 (59%) were
HCV Ab-positive (Fig. 1). Of the 213 HCV Ab-positive sub-
jects who were tested for RNA, 183 (86%) had a detectable
level. One additional subject did not have available HCV Ab
results, but tested HCV RNA-negative and was included only
in the HCV RNA analyses. Only one HCV-infected subject
in the study was receiving interferon therapy at baseline, and
only 17 of 231 (7.4%) HCV Ab-positive subjects had received
interferon therapy ever. Of those 17 subjects, 10 had received
it for more than 3 months, and 6 had received it for more than
6 months.

391 HIV + Subjects
With > 2 + CAGE

Responses 231 (59%)
HCV Ab +

160 (41%)
HCV Ab -

183 (86%)
HCV RNA +

30 (14%)
HCV RNA -

18 Subjects Had
Unknown HCV RNA Status

213 Subjects Were
Tested for HCV RNA

Figure 1. Hepatitis C serologic status of a cohort of HIV-infected
subjects with current or past alcohol problems.

Table 1. Characteristics of HIV-Infected Subjects with Current or
Past Alcohol Problems

HCV HCV
Ab-Positive Ab-Negative

Characteristic (N = 231) (N = 160)

Male, N (%)∗ 165 (71%) 130 (81%)
Median (IQR) 44.4 (39.7, 48.1) 39.9 (35.6, 45.7)

age∗

Race, N (%)
Black 87 (38%) 75 (47%)
White 77 (33%) 52 (33%)
Hispanic 53 (23%) 21 (13%)
Other 14 (6%) 12 (7%)

Homelessness, N (%)∗ 69 (30%) 29 (18%)
Drug dependence, N (%) 101 (44%) 65 (41%)
Alcohol consumption, N (%)∗

Abstinent 145 (63%) 78 (49%)
Moderate 18 (8%) 23 (14%)
Heavy 68 (29%) 58 (37%)

Primary HIV risk
behavior, N (%)∗

Injection drug use 156 (75%) 12 (8%)
Men sex with men 9 (4%) 75 (50%)
Other 44 (21%) 64 (42%)

Median (IQR) 362 (232, 546) 472 (291, 698)
CD4 cell count∗

Median (IQR) 3.0 (0, 4.1) 2.9 (0, 4.1)
HIV log RNA

Median (IQR) 2 (0, 6) 1 (0, 6)
medical comorbidity∗

Receiving interferon 1 (0.4%) 0 (0.0%)
therapy, N (%)

Mean (SD) 26.94 (2.34) 27.64 (2.14)
MMSE score∗

∗p < 0.05.
IQR = interquartile range; SD = standard deviation.

Characteristics of the cohort reflected the urban setting
of this study: 75% were men with a median age of 42 yr;
41% were black, 33% white, and 19% Hispanic; 25% were
homeless; and 43% met criteria for current drug dependence
(past 12 months). Thirty-two percent reported heavy alcohol
consumption, 11% had moderate alcohol consumption, and
58% were abstinent in the past 30 days. The median CD4 cell
count was 402/mm3 (interquartile range 241–624/mm3), and
the median HIV log RNA was 2.9 copies/mL (interquartile
range 0.0–4.1 copies/mL). The median number of medical
comorbidities was 1 (interquartile range 0–6).

Characteristics of subjects who were HCV Ab-positive ver-
sus those who were HCV Ab-negative are listed in Table 1.
HCV Ab-positive subjects were more likely to be men, older,
homeless, abstinent from alcohol, have injection drug use as
their primary HIV-risk behavior, and have a lower MMSE
score. HCV Ab-positive subjects also had a lower median
CD4 cell count and more medical comorbidity.

Unadjusted mean CES-D scores were higher in the 231
subjects who were HCV Ab-positive compared with the 160
who were Ab-negative (24.3 vs 19.0; p < 0.001) (Table 2).
In adjusted analyses, the difference in CES-D scores be-
tween HCV Ab-positive and Ab-negative subjects remained
significant (24.0 vs 19.0; p < 0.001). Unadjusted mean
CES-D scores were significantly higher in the 183 HCV
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Table 2. Bivariate and Multivariable Analysis of the Impact of HCV
Antibody Status on Depressive Symptoms

Mean Mean
Depressive Depressive

Symptoms (SE) Symptoms (SE)
Unadjusted Adjusted∗

HCV Ab-positive 24.3 (0.88) 24.0 (0.86)
(N = 231)

HCV Ab-negative 19.0 (0.90) 19.0 (1.04)
(N = 160)

P-value <0.001 <0.001

Bivariate and multivariable analysis of the impact of HCV antibody status on
depressive symptoms is measured by CES-D score.
∗Adjusted for alcohol consumption, gender, age, race, CD4 count, homelessness, drug
dependence, and medical comorbidity.

RNA-positive subjects compared with the 191 who were
RNA-negative (24.8 vs 19.2; p < 0.001) (Table 3). The dif-
ference in CES-D scores remained significant (24.6 vs 19.3;
p < 0.001) in adjusted analyses.

In order to assess the effect of using a clinically rele-
vant CES-D threshold, we repeated our primary analysis with
CES-D < 23 vs CES-D ≥ 23 as the dependent variable and
still found a significant association between HCV status and
depressive symptoms (HCV RNA, adjusted analysis: OR 2.78
[1.73, 4.49]). In order to determine whether somatically fo-
cused CES-D questions may have influenced the results, we
repeated our primary analysis excluding those five questions
and still found a comparable significant association between
HCV status and depressive symptoms (Table 4).

In order to assess whether MMSE was a confounder, we
repeated our primary analysis adjusting for MMSE score and
still found a significant association between HCV status and
depressive symptoms (Table 4). In order to determine whether
prior interferon therapy may have affected the results, we
repeated our primary analysis excluding subjects who had
ever received interferon therapy and still found a significant
association between HCV status and depressive symptoms
(Table 4).

We also examined whether sociodemographic factors may
have influenced the results. Our primary analysis was re-
peated adjusting for educational level, employment status,

Table 3. Bivariate and Mutivariable Analysis of the Impact of HCV
RNA Status on Depressive Symptoms

Mean Mean
Depressive Depressive
Symptoms (SE) Symptoms (SE)
Unadjusted Adjusted∗

HCV RNA-positive 24.8 (1.00) 24.6 (0.95)
(N = 183)

HCV RNA-negative 19.2 (.85) 19.3 (0.92)
(N = 191)
P-value <0.001 <0.001

Bivariate and mutivariable analysis of the impact of HCV RNA status on depressive
symptoms is measured by CES-D score.
∗Adjusted for alcohol consumption, gender, age, race, CD4 count, homelessness, drug
dependence, and medical comorbidity.

Table 4. Adjusted Mean Difference in CES-D Score in Secondary
Analyses

HCV Ab+ HCV RNA +
Secondary Analysis vs Ab− vs RNA−
CES-D without somatic questions as

the dependent variable
3.4 3.8

Primary model adjusting for MMSE 4.7 4.9
Primary model excluding interferon

users
5.2 5.2

Primary model adjusting for
educational level

4.0 4.5

Primary model adjusting for
employment status

4.3 4.6

Primary model adjusting for income
level

4.2 4.6

Primary model adjusting for current
drug use

5.1 5.3

Primary model examines CES-D as continuous variable and is adjusted for alcohol
consumption, gender, age, race, CD4 count, homelessness, drug dependence, and
medical comorbidity.
All adjusted mean differences p < 0.05.

and income level and still showed a significant difference in
CES-D scores by HCV status (Table 4). In addition, we re-
peated our primary analysis adjusting for self-reported cur-
rent injection drug use and still found a significant difference
in CES-D scores by HCV status (Table 4).

DISCUSSION

In this cohort of HIV-infected subjects with current or past
alcohol problems, depressive symptoms were significantly
more frequent in those coinfected with HCV. Other popula-
tion characteristics, including alcohol consumption, gender,
age, race, CD4 count, homelessness, drug dependence, and
medical comorbidity, did not account for this observed dif-
ference. Significant differences in depressive symptoms be-
tween HCV-infected and uninfected subjects were still noted
when using a clinically relevant CES-D threshold, excluding
CES-D questions with somatic content, adjusting for MMSE
score, excluding subjects who had ever received interferon
therapy, and adjusting for additional sociodemographic fac-
tors and current injection drug use.

Depression is common in patients with chronic HCV in-
fection, and most authors have attributed it to a psycholog-
ical response to a chronic progressive medical condition or
drug use itself (19–26). In one blinded study of 309 injec-
tion drug users, 57.2% of subjects with HCV infection had
significant depressive symptomatology based on CES-D test
results compared with 48.2% of HCV-negative controls (27).
None of the HCV-infected subjects were receiving interferon
therapy. However, another study comparing 295 injection
drug users who were HIV+/HCV− (N = 81), HIV−/HCV+
(N = 62), and HIV−/HCV− (N = 152) found no differences
in psychological morbidity on several affective scales among
these groups (28).

Several studies have described an association between
chronic HCV infection and neurocognitive dysfunction that
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appears independent of liver disease severity. Forton et al.
used a computer-based cognitive battery to demonstrate se-
lective impairments of attention, concentration, and psy-
chomotor speed in patients without significant disease on
liver biopsy (5). Fatigue, depression, or a history of drug
abuse did not account for these findings. Hilsabeck et al.
described neuropsychological impairment in 49% of HCV-
infected patients without cirrhosis (29). McAndrews et al.
evaluated a cohort of HCV-infected subjects, screened to ex-
clude relevant comorbidities, with neuropsychological tests
(30). Compared to controls, subjects with HCV infection
were observed to have somewhat poorer learning ability. Ryan
et al. compared coinfected subjects with advanced HIV dis-
ease to subjects without HCV infection using neurocognitive
testing and psychiatric interviews (31). Forty-two percent of
each group met criteria for major depression, but coinfected
subjects exhibited diminished neurocognitive capabilities.

Neuroradiologic and neurophysiologic studies have indi-
cated the possibility of an underlying biological mechanism
for neurocognitive dysfunction in HCV-infected patients (32,
33). Forton et al. showed altered brain metabolism using pro-
ton magnetic resonance spectroscopy in patients with chronic
HCV infection (32). Kramer et al. demonstrated mild ab-
normalities on neuroelectrophysiologic testing in this patient
population not attributable to drug or alcohol use or cirrho-
sis (33). HCV genomic sequences have also been detected in
postmortem brain tissues along with evidence of viral replica-
tion (34, 35). Thus, in addition to epidemiological evidence
for an association between HCV infection and depressive
symptoms, neuropsychological testing and physiological data
from neuroimaging provide support for a potential biologic
basis for this observation.

Depression affects half of the HIV-infected population at
some time in the course of their disease, occurring twice as
frequently as in seronegative persons (1, 36–39). However,
because of the clinical focus on other complications, it may
not always be diagnosed (39, 40). Depression in this patient
population has been associated with decreased adherence to
medical therapy (41) and increased mortality (2, 42). Recog-
nition that HIV-infected patients who also have hepatitis C
may be prone to more depressive symptoms has important
management implications.

This study has several limitations. While the CES-D is a
well-validated scale for depressive symptoms, use of other in-
struments, such as the Beck Depression Inventory, might have
yielded different results. Interpretations of the importance of
differences in CES-D scores vary. However, the observed
differences in this study have generally been considered clin-
ically important (2). Whether these study findings are appli-
cable to other populations with chronic HCV infection would
need to be confirmed. The cross-sectional, observational na-
ture of this study limits our ability to establish a causal link
between HCV infection and depressive symptoms. In addi-
tion, we cannot distinguish between the effects of injection
drug use and HCV serostatus on depressive symptoms. An
alternative, but less compelling, explanation for these find-

ings would be that depressed persons are more likely to inject
drugs, which leads to HCV infection.

In summary, HCV infection appears to be associated with
more depressive symptoms in patients with HIV infection
who have a history of alcohol problems. Recent literature
suggests that HCV infection has a direct effect on the central
nervous system, which may be responsible for this observa-
tion.

Clinicians should be alert for depressive symptoms in
HIV/HCV coinfected patients and initiate treatment for de-
pression when appropriate. Institution of antidepressant ther-
apy may enhance medical adherence, which is key to suc-
cessful antiretroviral management, and the patient’s ability
to tolerate treatment for HCV infection. Researchers should
focus future efforts on understanding the potential biologic
reasons for the association observed in this study. Further
research may better delineate the contributions of HCV and
other factors in the development of depressive symptoms in
HIV-infected patients.
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STUDY HIGHLIGHTS

What is Current Knowledge

� Depression is common in HIV-infected persons and
persons with alcohol problems and has important prog-
nostic implications.

� Neurocognitive dysfunction has been reported with
chronic hepatitis C virus (HCV) infection.

What is New Here

� HCV/HIV co-infected persons with a history of alcohol
problems have more depressive symptoms than those
without HCV.

� This association is unexplained by a variety of popula-
tion characteristics.

� HCV may have a direct effect on neuropsychiatric func-
tion.
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Objective: To describe black residents' perceptions of the
impact of race on medical training.

Materials and Methods: Open-ended interviews were con-
ducted of black physicians in postgraduate year 22 who had
graduated from U.S. medical schools and were enrolled in res-
idency programs at one medical school. Using Grounded The-
ory tenets of qualitative research, data was culled for com-
mon themes through repeated readings; later, participants
commented on themes frorm earlier interviews.

Results: Of 19 participants 10 were male, distrbuted evenly
among medical and surgical fields. Four major themes
emerged from the narratives: discrimination, differing
expectations, social isolation and consequences. Partici-
pants' sense of being a highly visible minority permeated
each theme. Overt discrimination was rare. Participants per-
ceived blacks to be punished more harshly for the same
transgression and expected to perform at lower levels than
white counterparts. Participants' suspicion of racism as a
motivation for individual and institutional behaviors was
tempered by self-doubt. Social isolation from participants'
white colleagues contrasted with connections experenced
with black physicians, support staff and patients, and partic-
ipants strongly desired black mentors. Consequences of
these experiences varied greatly.

Conclusions: Black physicians face complex social and emo-
tional challenges during postgraduate training. Creating
supportive networks and raising awareness of these issues
may improve training experiences for black physicians.

Key words: racism U grounded theory U residency
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INTRODUCTION
B lack students enter medical training at half the

expected rate compared to their representation in
the U.S. population, and have higher attrition

rates from medical schools.'-5 The available literature
identifies factors that predict success and describes pro-
grams supporting enrollment and retention of underrep-
resented minorities in medical school and other gradu-
ate programs.3'67 Higher test scores, undergraduate
locale and performance, educational level of parents
and enthusiasm of the admissions committee are predic-
tive of medical school success.7'8 Complex environmen-
tal and psychological variables, such as integration into
the academic environment, predict success in black
graduate students.9

In medical school and residency, blacks have the uni-
versal stressors of the need to improve knowledge and
skills, demanding hours, and limited social and personal
pursuits. Financial pressures can be more intense for
blacks who disproportionately come from less wealthy
backgrounds than their white classmates.'0"I'

Medical students and residents of all races perceive a
high rate of mistreatment, such as harassment, verbal
abuse and personal denigration, during training."-2-5
Racial minorities, particularly blacks, report the highest
rates of mistreatment.12"4"6-'9 Blacks perceive more
stress in medical school than whites, stemming from
their minority status and racial discrimination experi-
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enced in training.8'20 In a survey ofphysicians practicing
in Massachusetts, more than half of the nonwhite
respondents reported experiencing some form of dis-
crimination on the job. For this group, racism tended to
manifest itself in the disrespect of coworkers and per-
ceived difficulty in advancing professionally.2' A recent
literature review did not reveal any studies focused
specifically on black residents.

Existing literature does not clearly describe the impact
of racially motivated discrimination or abusive treatment
on individuals. Most studies present data on the preva-
lence of individual discriminatory acts without detailing
the range or consequences of such experiences. This lack
ofdetail impedes our understanding ofthe impact ofracial
discrimination on the education, professional choices and
personal lives ofmedical trainees.

Our study employed qualitative research methods to
understand how black race affects the experience of med-
ical training. While racial discrimination is an important
focus, we also sought to understand how race impacts
medical training more broadly. In our study, we defined
"racial discrimination" as differential treatment based on
race rather than individual merit. This definition is sup-
ported by the published work from the Committee on
National Statistics, National Research Council, an effort
to bring a national consensus for the definition of racial
discrimination in social science research.22

METHODS

Study Design
Qualitative methodology allows the researcher to

formulate hypotheses from narrative data that explores
the attitudes, feelings, beliefs and behaviors ofthe target
group. Authors analyzed in-depth interviews to gain
insight into the experiences of black medical residents
and utilized a standard qualitative method-Grounded
Theory-to organize the analysis and derive conceptual
meaning.23 As explained below, Grounded Theory
requires development of themes and ideas during data
collection that can be substantiated or refuted by subse-
quent participants.

Study Subjects
Participants were recruited from all postgraduate

training programs affiliated with a medical school in the

Table 1. Characteristics of subjects

Women Men Total

Medical specialty 5 6 1 1
Surgical specialty 4 4 8
Postgraduate year 2or 3 7 8 15
Postgraduate year 4+ 2 2 4

northeast United States, and identified by the minority
recruitment office and word of mouth. The trainees
rotated at a variety of healthcare institutions, including
tertiary care hospitals, community hospitals, veterans
administration hospitals and numerous outpatient set-
tings (community health centers, private physician
offices, hospital affiliated clinics). Eligibility require-
ments included: self-identification as black or African-
American, graduation from a U.S. medical school and
completion of 22 postgraduate year (PGY). Twenty eli-
gible residents were identified, and 19 agreed to partici-
pate. Interviewers told participants this was a study on
medical training experiences of black doctors in resi-
dency. Each participant was interviewed one time.
Authors obtained written informed consent and provid-
ed no compensation. The institutional review board
approved the study.

Interview Technique
Investigators conducted semistructured, in-depth

interviews between January 1998 and February 2000.
An Asian-Indian female chief resident conducted the
first three interviews; a black male physician who com-
pleted residency training at the same institution con-
ducted the remaining interviews. The interviews started
with an open-ended question on experiences related to
racial background. This initial question was later
changed to one emphasizing positive experiences to
encourage participants to think broadly about the
impact of race on their medical training experience and
not limit themselves to incidents of stereotypical dis-
crimination. Interviewers probed responses to encour-
age narrative descriptions ofparticular incidents (Figure
1). As qualitative research is iterative, interviewers
asked later participants about concepts raised by earlier
participants to clarify, confirm or refute theories devel-
oped by the investigators. Interviews lasting 60-90 min-
utes were audiotaped in private locations convenient to
participants.

Analysis
A professional transcriptionist transcribed each inter-

view. The interviewer listened to each tape while review-
ing the transcript to ensure accuracy. To maintain confi-
dentiality, the transcripts included altered versions of the
names and locations mentioned on the audiotapes. The
authors then read each transcript multiple times to clarify
meaning and identify common narrative themes. Accord-
ing to the tenets ofGrounded Theory, the interviewer then
clarified and expanded these themes in subsequent inter-
views. This cycle oftheme identification and clarification
continued until there was no further new information
revealed in the interviews.

Four of the authors (JL, GD, JC, EF) independently
reviewed transcripts to identify prominent themes and
concepts. They developed a preliminary coding scheme
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while discussing each of the first 10 interviews. The
authors then coded the remaining interviews using this
scheme. For each interview, the authors compared cod-
ing and resolved differences in interpretation through
close reading of the text. The authors adopted a final
coding scheme once all the interviews were analyzed.
Investigators then entered the interviews into NUD*ST,
a software program for qualitative research, where they
were electronically coded. Two people coded each inter-
view and compared it for consistency. Investigators
resolved differences through discussion of the text.
Finally, the authors grouped the coding categories by
larger themes to develop a coherent analysis of the
reported experiences.

RESULTS
Ten participants were male and nine female. We cat-

egorize 11 as training in medical (family medicine,
intemal medicine, pediatrics) and eight in surgical spe-
cialties (emergency medicine, general surgery, obstet-
rics/gynecology and surgical subspecialties). Fifteen
were in PGY2 or 3, the rest in PGY >4 (Table 1). To pre-
serve participant anonymity, we do not report individual
specialty by gender or year of training. Other demo-
graphic information was not collected systematically.

Four themes characterize the study's major findings:
discrimination, differing expectations, social isolation/
social support and consequences/coping strategies. Key

to each is the ubiquitous experience of being part of a
highly visible minority. Every participant repeatedly
mentioned being "one of a few" black physicians in
almost any medical or training setting. According to one
resident, "You're in medicine, you're black, you're rare."
Another reported,

At least once every time at the conference, I look
around the room and I realize I'm the onlyperson
ofcolor in this room andjust by the basis ofthat I
feel different.

For many participants, this visibility accentuated a
sense of vulnerability at the hands of more senior physi-
cians. Although the sense of vulnerability decreased
somewhat as residents gained experience, awareness of
visibility persisted. For the rest ofthe paper, we weave this
concept ofvisibility into the reporting ofother themes.

Discrimination
Participants report various kinds of discrimination,

only some ofwhich were recognizable as overt discrimi-
nation. In fact, only six subjects described incidences of
blatant discrimination in medical training: a nurse refer-
ring to black residents as "you people," a chief resident
reporting that a black resident needed to be watched
carefully despite stellar evaluations, black residents
being conspicuously ignored by teachers in a small class

Figure 1. Interview questions

Initial Question
* Have you been treated differently during your medical training because of your racial background?

(initial eight interviews)
OR
* Have you had any positive experiences during your medical training because of your racial
background? (last 11 interviews)

Probe Topics (if not spontaneously mentioned by participant)
Experience and impact of the following:
* Positive experiences because of racial background
* Negative experiences because of racial background
* Interactions with students, peers, staff, faculty
* Interactions with patients

* Pride*
* Future career choices

* Sense of representing race as motivation*
* Local city environment
* Medical school or college experiences
* Childhood experiences of discrimination
* Suggestions for improving experience of blacks in medicine
* Representation of blacks in medicine*
* Mentorship*
* Disciplinary actions*
* Evaluations of performance*
* Being mistaken for nonphysician*
* Added for later interviews to clarify ideas noted earlier
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setting, patients requesting nonblack physicians (a1
reported this) and black residents being called derogato-
ry names.

One participant describes an experience in which a
patient with mental status changes said, "look at that
nigger," in a low voice to the entire treating team,
including the attending. Unsure if she had heard correct-
ly, the participant verified the slur "by the look on the
attending's face," who responded, "okay, okay" to the
patient. Afterwards, the team dispersed in different
directions and the participant did not discuss the inci-
dent with colleagues or the attending for fear of making
anybody uncomfortable.

Another common example of discrimination
involved being mistaken for a nonphysician. Fifteen
participants reported being mistaken for nurses, food
service workers, orderlies and housekeepers on a regu-
lar basis. One male resident noted:

Ifyou walk into a patient 's room and she says,
"Oh, are you here to get my tray? " That's a clue
of racial interaction-you're in a white coat, a
certain tie, you have your nametag on, and that's
the only thing that was different. So, that's
absolutely clear

Female participants attributed being mistaken for
nurses to both their gender and race. Participants grew
to expect this type of mistaken identity. Many compen-
sated by taking extra care with their dress, so as to be
identified as physicians, including always wearing white
coats, displaying their nametags prominently and intro-
ducing themselves as "Dr. X." One participant went so
far as to wear a tie for the duration of night duty, despite
the pervasive culture in the residency of wearing hospi-
tal scrubs for this rotation.

Study participants also reported more subtle forms
of discrimination but often tempered these descriptions
with qualifying language. Such reports fell under two
broad categories: 1) instances in which the participant
suspected discrimination occurred but used noncon-
frontational, diplomatic or sarcastic language to qualify
the description; and 2) instances in which the participant
doubted whether the experience involved discrimina-
tion. An example of the former is from a male resident:

A case in point is that ifyou look at the Xpro-
gram here at this institution, it 'sjust a matter of
fact-I'm not making any sort of implications
about anything-that the residents who've been
dismissed, in the last six years, have been 100%
black. Now, maybe that's a coincidence. Maybe
it's not a coincidence.

By saying "a matter of fact" and "100% black," this
participant made the case for discrimination. However,

he was careful to add "I'm not making any sort of impli-
cations about anything," suggesting he was hesitant to
accuse this program of discrimination.

In contrast, a female resident described a similar sit-
uation in which a black resident was dismissed from a
training program:

People say they had it in for him, as a black man.
I don't know. I honestly don't know. I don't know
the details. I've heard different stories. I've never
talked to him. Obviously, the truth lies somewhere
in the middle.

She felt unable to judge whether this was a discrimi-
natory act because she lacked first-hand knowledge of
the situation. On the other hand, she clearly took part in
conversations where others implied the resident was not
given a fair chance.

Differing Expectations
Inconsistent expectations and unequal treatment of

minority and majority trainees were common narrative
themes. The two examples given above represent one
aspect of these differing expectations: any transgression
by a black trainee seemed to be more harshly punished
than one by a majority trainee. Thirteen participants
described unfair punishment meted out to themselves or
colleagues. The most potent examples involved peers
dismissed from training. Participants perceived punish-
ment to be the default response for dealing with blacks
struggling in training and believed sanctions were dis-
proportionately greater for minorities. This comment
was from a male medical resident:

I think ifhe was a white resident, I don't think it
would have gotten to that point. I think someone
would have stopped and said, "You need to do
this, this and that." And given him support and
help instead ofmore and more bad reports. Final-
ly, hejust got kicked out.

Participants' perceptions led them to believe they
had fewer chances to make mistakes than their white
counterparts. In many cases, participants felt pressure to
perform without errors and to make sure to address all
the details; these concerns were expressed in terms of
not showing weakness or vulnerability.

Many participants believed others had lower expec-
tations ofblack students' performances. One participant
explained:

First of all, they anticipate that they're not as
good from the get-go. Then you have to prove
yourself. And I thinkyoujust have to work harder
at it than the majority do.
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These lowered expectations caused some partici-
pants to wonder whether they were recruited for their
minority status or their abilities. A male medicine resi-
dent described this self-doubt:

Are you here because you're very good or
because they d like to recruit more people ofcol-
or? So, you always think, in the back ofyour
mind, you have to prove that you are as good or
better than your colleagues, [to prove] that you
deserve to be there.

Participants also mentioned instances of perceived
discrimination when others' words and actions under-
mined their skills, knowledge and authority. Students,
residents, nurses or faculty challenged participants'
assessments in situations where majority colleagues
would not be questioned. One female medical resident
reported an incident where a student challenged her
physical examination of a patient with hepatomegaly.

IfI had been a big shot white male attending, he
would have agreed with me. Or ifI had been a
white male resident, he would have agreed with
me. But since I'm this small blackfemale, he had
to point out to the whole team, "the liver is small."

The patient was subsequently diagnosed with fullmi-
nant liver failure. Instead of feeling vindicated, the resi-
dent felt angry and humiliated.

Social Isolation/Social Support
Many participants felt like outsiders in the social

interactions that accompanied medical training with
colleagues, supervisors and supervisees. This social iso-
lation included specific moments of discomfort in
social conversations, not being invited to outings with
peers as well as a generalized discomfort with not being
surrounded by black faces and peers. Some subjects
expressed feeling they do not have anything in common
with their colleagues, which inhibited making small talk
or sharing personal experiences despite the intense
amount of time spent with their "team." Some reported
the connections among majority physicians resulted in
their white colleagues receiving guidance and support
from each other to the exclusion of black members of
the group. One male resident described this:

A lot of times, you '1find those individuals talk-
ing about things that you 're not accustomed to
and you don 'tfind yourselfbeing a part of. Like
golfor wines, things that I, myself, have not been
exposed to in my sort ofsocial experience. I don 't
have the same bond or kinship that they have.

However, most participants also reported sources of

very strong social support, including black patients, black
support staff in the hospital, black colleagues and dedicat-
ed mentors (both black and white). Study participants uni-
formly reported black patients took special pride in having
a black physician. From a medical resident:

I've had really good feedback from my black
patients in clinic. A lot ofthem are like, "Oh, we
think you're great; " "It's so good to see a black
woman." Ifeel like I'm helping them. In that way,
there s a good bond and Ifeel a sense ofcommunity.

The majority of subjects felt black support staff gave
them similar encouragement. This support included
expressions of admiration and support as well as con-
cern for their personal welfare. For example, a few par-
ticipants noted getting extra food in the cafeteria line or
from the nursing staff. A number experienced a com-
forting sense of familiarity in seeing black faces among
support staff.

Another source of social support was the peer net-
work of other black physician trainees. Participants who
did not attend historically black medical schools
remarked on the support provided by their fellow black
students. In residency, there were fewer black peers, and
participants described seeking out other black physi-
cians. Interestingly, many of the participants knew one
another despite being in different years and different
training disciplines in a large institution with multiple
teaching hospitals. Participants remarked on situations
in which black trainees were dismissed from their resi-
dency program, even if the study participants were not
in the same field as the dismissed trainee. This suggest-
ed a functioning network of communication, shared
experience and support.

Our subjects yearned for mentoring by black faculty,
describing two special benefits gained by having black
mentors: having a source of aid in case of trouble, and
more importantly, possessing a guide to success. One
participant explained:

I think it's more important to have black mentors
because ... ifyou 're gonna be in an academic set-
ting, there's so much politics that you need to
know. I think any mentor's gonna help you
tremendously, but I think someone who's black,
who's been through all that bullshit can help you
a little more to navigate exactly whatyou need to
do and who you need to talk to and how you need
to present things.

Based on participants' own experiences of needing
to do more to get the same recognition, they believed a
person of color successful in academic medicine must
have broken through more barriers and accomplished
more than someone who was white. Some reported
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black mentors were more critical ofthem than nonblack
mentors in an effort to make sure they "made it." In
addition, several described important relationships with
white mentors who directly addressed the race issue and
made promoting the participant's career a priority.

Consequences and Coping Styles
Because the experiences of black trainees were indi-

vidual and multifaceted, it was difficult to trace which
consequences arose from race-related encounters. Two
participants, however, contemplated leaving clinical medi-
cine due to the strain of racial tension, one by leaving
medicine completely and the other by changing to pathol-
ogy. Several participants noted emotional consequences
such as a damaged sense of self and a lack of confidence
in professional roles, as well as feelings ofbeing on guard
at all times, doubting themselves and being frustrated with
the system that surrounds them. Career consequences
were also varied. Five participants described choosing
their training institution based on racial diversity among
faculty. Some thought they would have difficulty advanc-
ing into leadership and faculty positions because of bad
evaluations or a lack of systemic support.

Participants reported different coping strategies to
overcome the issues described above. One important
coping strategy was strengthening social networks by
seeking rapport with majority colleagues and with black
colleagues and faculty, as described above. A female
resident who actively sought out other black students as
roommates stated:

Even i going to class every day was a drag, or
everybody I ever saw at the hospital was all white,
at least I couldgo home andfeel comfortable.

Participants felt they needed to stand up for them-
selves and their race because they had few advocates.
One resident made a point of correcting people who
used culturally insensitive language. Another mode of
assertiveness involved making sure that strengths and
accomplishments were recognized properly.

For varied reasons, participants believed they have to
perform at a higher standard than their majority col-
leagues. Participants spoke ofworking harder, going the
extra mile, attending more carefully to details and being
more aggressive in group settings to ensure their own
success and to protect themselves from punishment.
A final coping strategy was to diminish the impor-

tance of potential problems. Many emphasized the posi-
tive aspects of generally negative experiences. Others
reminded themselves of their own self-worth. As one
participant remarked:

I don 't preoccupy my mind with "am I being dis-
criminated against or not? "I]ust do what Igotta
do. I don 't worry about it too much.

DISCUSSION
Black residents from across disciplines at an aca-

demic medical center in the northeastern United States
shared several common perceptions and experiences of
medical training. Their experiences stemmed from
interpersonal racial discrimination, underrepresentation
in a predominantly white training institution and cultur-
al differences. The impact of these experiences ranged
from negligible ("ignore it"), to positive (motivation to
work harder), to destructive (leaving clinical medicine).
From a recent review of the literature, this is the first
study ofblack resident physicians.
A number of our findings echoed conclusions from

studies of black students in medical and graduate school
and black physicians in private practice.202'24 In our
study, while participants reported rare instances of bla-
tant racism and frequent doubt as to individual subtle
acts, they overwhelmingly endorsed the existence of
regular instances of subtle forms of racial discrimina-
tion. Post and Weddington reported similar findings in a
qualitative study of 10 practicing African-American
family physicians in Ohio,24 as did Griffith and Delgado
in observations oftraining in psychiatry.25

Participants in our study appeared most affected by
their perception of lowered expectations and harsher
punishment, which induced both anger at the system
and increased motivation to work harder. Similarly, in a
qualitative study of 31 black medical students, Bullock
and Houston reported 25 subjects believed faculty
members perceived black students as intellectually infe-
rior.26 Of 19 participants who believed racism impacted
their studies, 10 felt motivated to work harder and nine
had more difficulty as a result.

Social isolation from white peers and supervisors
encountered by our participants paralleled other studies
measuring perceptions of medical school by black stu-
dents and graduates. 8,24,26,27 A comparison of 148
African-American and white medical school graduates
found equivalent career satisfaction and achievement
but a lasting dissatisfaction with the social environment
of medical school among the African-American alumni.
Griffith and Delgado suggested the socialization experi-
ence of residency training occurs within a group con-
text.25 Lack of shared experience between white and
black colleagues may lead to differences in responding
to the group process and then to the frustration and con-
flicts some of our participants report.

Participants in this study not only surmounted the
obstacles of medical school but also made it into or
beyond the second postgraduate year to qualify for entry
into this study. Residency programs are generally small-
er than medical school classes; thus, our participants
were generally one of a very few in their training pro-
grams. Also, the position ofresident is unique because it
is a training position and a position of leadership (med-
ical students and younger residents) and authority
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(physician privileges). This unique position may have
increased frustration for some participants because they
felt neither protected by the attending physician nor
respected by those over whom they had authority. For
the most part, neither participants nor their programs
explicitly considered their unique needs. Black resi-
dents' high visibility and role as community representa-
tives may have intensified pressure to perform while
increasing isolation. This motivated some to perform at
higher levels while it increased self-doubt and dissatis-
faction with the medical field in others.

Black residents in this study did seek support and rap-
port with majority colleagues but found relationships with
black colleagues, mentors, support staff, family and com-
munity to be better sources of support. These relationships
provided day-to-day psychological comfort, professional
development and help with career planning.

Some ofthese experiences and perceptions are likely
shared among other underrepresented minority groups
and possibly women in fields with low representation of
women. In fact, this is supported by studies of discrimi-
nation in groups of trainees.'3'5",8 However, these studies
also showed that blacks reported higher frequency of
racial discrimination than other groups. Future studies
can examine the differences between varied minority
groups to understand common and unique themes.
Nonetheless, we feel that this information is useful to
understand the black experience during residency.

This report comes from a single institution in the
northeast United States and may not represent experiences
in other parts of the country or in other institutions. How-
ever, the programs included different types of hospitals
(private, public, tertiary care, community based and veter-
ans administration) and likely reflected similar institutions
in other urban areas. The heterogeneity in the training spe-
cialties may have obfuscated themes particular to individ-
ual specialties and should be explored with a national
sample. Likewise, the small number of participants may
have limited important themes that may have arisen from a
larger group ofparticipants.

Implications
Unique challenges confront black trainees, and oth-

ers have commented on larger institutional changes and
programmatic interventions that may enhance the repre-
sentation of minorities in clinical medicine.3'28 Further
discussion on these broader societal issues is beyond the
scope of this report. We can, however, assert a few les-
sons to share broadly with faculty and educational lead-
ers of clinical programs.

Majority faculty and leaders need to remember that
black trainees experience additional pressures and bur-
dens during their medical training. Faculty members
must be sensitive to the complex ways in which discrimi-
nation is manifest in our culture and how this discrimina-
tion and concomitant pressure systematically impact

black residents. There is a continual need for support,
rapport and connection among black residents to faculty
and peers to sustain the growth and well-being of the
black physician community. Support must come from
both majority and minority physicians. While trainees of
all races require support, a support network is less avail-
able to black residents. Regardless of the source, any
degree of social integration is likely to impact residents'
work and well-being. Hence, even small residency pro-
grams may benefit from establishing formal social and
professional support networks for black residents.

We believe the most immediately applicable result of
our findings is the initiation of dialogue by majority fac-
ulty with residents, both individually and in small
groups. As a result of this work, two white study authors
(JL, JO), have altered our interactions with black resi-
dents. We now ask residents how race impacted their
experience here and elsewhere and have used attending
rounds and conference times to lead open discussions
on the issue. For us personally, these encounters have
been rewarding and well received by the trainees
involved. This approach resonates with the precepts of
learner-centered learning by putting forth an issue that
is critically important to the trainee but often ignored or
easily overlooked by majority faculty.
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BACKGROVND: Health literacy has been linked to health status In 
a variety of chronic diseases. However, evidence for a relationship 

between health literacy and mental health outcomes Is sparse. 

OBJECTIVE: We hypothesized that low literacy would be associated 

with higher addiction seventy. higher levels of depressive symptoms, 

and worse mental health functioning compared with those with higher 

literacy In adults with alcohol and drug dependence. 

METHODS: The association of literacy with multiple mental health 

outcomes was assessed using multivartable analyses. Measurement 

Instruments Included the Rapid Estimate of Adult Literacy in Medicine 
(REALM). the Center for Epidemlologic Studles-Depresston ICES-D) 

scale. the Mental Component Summary scale of the Short Form Health 

Survey. and the Addiction Seventy Index for drug and alcohol addic

tion. Subjects Included 380 adults recruIted durtng detoxification 
treatment and followed prospectively at 6-month Intervals for 2 years. 
Based on the REALM. subjects were classified as having either low 

I::; 8th grade) or higher (? 9th grade) literacy levels. 

RESULTS: In longitudinal analyses. low literacy was associated with 

more depressive symptoms. The adjusted mean difference In CES-D 

scores between low and high literacy levels was 4 IP<.O 1). Literacy was 
not significantly associated with mental health-related quality of life or 

addiction severtty. 

CONCLVSlONS: In people with alcohol and drug dependence. low lit

eracy Is associated with worse depressive symptoms. The mechanisms 
underlying the relationship between literacy and mental health out

comes should be explored to inform future intervention efforts. 

KEY WORDS: literacy. alcohol dependence, drug dependence. addic
tion, mental health. depressive symptoms. 

001: 10.1111/j.1525-1497.2006.00533.x 

J GEN INI'ERN MED 2006; 21:818-822. 

A Pproxima tely 90 million American adults have low health 
literacy and lack the basic literacy skills to function 

in soctety.l? A growing body of work exists linking low 
literacy with an array of negative outcomea." These outcomes 
include more frequent hospitalization.5.6 higher rates of health 
services utilization. and worse prevention practices in people 

I I 13 with diabetes. 7
.B asthma.v'? cancer. - and other chronic 

illnesses. 14 
. 
15 To date. few studies have examined the role of 

health literacy in addiction and mental illness. 

None of the authors have any conflicts of interest to declare. 
Address correspondence and requests for reprints to Dr. Lincoln: 

BUSPH. 715 Albany Street. T244W. Boston. MA 02118 (e-mail: 
alincoln@bu.edu). 

Several studies have evaluated the association between 
low literacy and mental illness. While most of these studies 
demonstrate associations between low literacy and depres
sion. all of them relied on cross-sectional analyses and are 
thus limited in terms of causal inferences. Research on health 
literacy and substance abuse has been similarly limited. with 
cross-sectional studies suggesting a high prevalence of low lit
eracy in people with addiction. Understanding mechanisms 
responsible for the relationship between limited literacy and 
mental health outcomes is critical in tnforming the develop
ment of future interventions for mental health and addictive 
disorders. We examined the relationship between health liter
acy and addiction severity. depressive symptoms. and mental 
health functioning among people with drug and alcohol 
dependence over a 2-year period. We hypothesized that low 
health literacy would be associated with higher addiction 
severity. more depressive symptoms. and lower mental 
health-related quality of life (MHgOL). A secondary hypothe
sis was that utilization of mental health services would be a 
mediator of these relationships. 

METHODS 
This study was a prospective cohort analysis of data collected 
in the Health Evaluation and Linkage to Primary care (HELP) 
study. The HELP study. conducted in a 35-bed inner-city 
short-term inpatient detoxification unit. was a randomized
controlled trial of a multidisciplinary clinical assessment de
signed to link substance abusing persons to primary medical 
care. The results of this intervention have been reported else
where.!" SUbjects randomized to the HELP intervention from 
6/97 through 3/99 received a 90-minute clinical session with 
a physician. nurse. and social worker. along with an appoint
ment and referral letter for primary care. before leaving the 
detoxification unit. Control subjects did not receive this inter
vention but were treated similarly in all other respects. The 
usual length of stay for a detoxification admission was 6 days 
for heroin dependence and 4 days for alcohol dependence. The 
HELP trial eligibility criteria included inpatient detoxification 
admission. age greater than 17 years. and report of alcohol. 
heroin. or cocaine as the substances of first or second choice. 
Exclusion criteria were as follows: having a primary care 
provider and having seen that provider on at least 1 occasion 
in the preceding 2 years; pregnancy; Mini-Mental State exam
ination1

7 score less than 21; lack of fluency in either English or 
Spanish; less than 3 contacts available to facilitate follow-up; 
or specific plans to leave the Boston area within 24 months. 
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Trained research associates identified 642 trial-eligible 
subjects within 24 to 48 hours of admission for detoxification. 
of whom 470 (73%) consented to be in the HELP trial (see Fig. 
1). Research associates performed a 60 to 90 minutes inter
view with all subjects before their discharge. Follow-up inter
views were conducted with subjects every 6 months after the 
baseline interview for up to 24 months. Follow-up rates, com
puted as the proportion of the original cohort alive at each fol
low-up period, were 54% at 6 months. 46% at 12 months. 54% 
at 18 months. and 59% at 24 months. During these interviews, 
depressive symptoms, mental health-related quality of life, 
and addiction severity were evaluated. Interviews were con
ducted in English or Spanish; however. only subjects who 
completed the English version of the interview were included 
in these analyses. as the Rapid Estimate of Adult Literacy in 
Medicine (REALM) instrument is only available in English 
(n=453). Of these, 3 subjects refused to complete the REALM 
instrument. Thus, baseline analyses were conducted on the 
final sample of 450 subjects who completed the interview, in
cluding the REALM. in English. Of these SUbjects. 380 (84%) 
completed at least 1 follow-up interview. Longitudinal analy
ses are based on this subset of 380 subjects. Subjects were 
compensated in the form of supermarket certtficates for their 
time. $20 for the initial interview, and $30 for subsequent 
ones. The Boston University Medical Campus Institutional 
Review Board approved this research. A certificate of confi
dentiality from the federal government provided additional 
protection for subjects' privacy. 

Primary Independent Variable 

Health literacy was measured at study entry using the REALM. 
The REALM is a screening test used in public health and 
primary care and other settings to assess a patient's reading 
level. 18 This instrument was chosen for its validity and brevity. 
It provides reading grade estimates for patients who read be
low the 9th-grade level, and thus is particularly useful at help
ing to identify potential problems with reading among a 
population hypothesized to have low levels of health literacy. 
Two health literacy categories were defined based on the 
REALM: low ( :::; 8th grade: REALM score 0 to 60) versus high
er [~ 9th grade: REALM score 61 to 66). 

I 2062 Patients screened at detox I 

Outcome Variables 

There were 4 outcomes of interest measured at study entry 
(baseline}, 6, 12. 18. and 24 months. The Addiction Severity 
Index drug scale (ASI-Drug) and the Addiction Severity Index 
alcohol scale IASI-Alc} assess drug and alcohol addiction se
verity, respectively, with composite scores for each ranging 
from 0 to I, higher scores indicating greater severity.!" The 
Mental Component Summary (MCS) of the Short Form Health 
Survey (SF-36) assesses mental health-related quality of life, 
scores ranging from 0 to 100. with higher scores indicating 
better quality ofllfe.2 0 

.
2 1 Finally. the Centers for Epidemiologic 

Studies-Depression ICES-D) scale measures depressive 
symptoms with higher CES-D scores indicating greater levels 
of distress. Scores range from 0 to 60 with a score ~16 

traditionally interpreted as a clinically significant level of 
distress.2 2 

Analyses 

Baseline characteristics of subjects In=380) with at least 1 
follow-up interview were compared between the low and higher 
health literacy groups. Preliminary analyses were conducted to 
assess the baseline cross-sectional associations between 
health literacy and mental health and addiction severity meas
ures. For the primary analyses, generalized linear models for 
longitudinal data were used to model each outcome variable. 
The longitudinal regression models account for the correlation 
due to repeated observations on the same subject. An unstruc
tured covariance structure was used to fit the longitudinal 
regression models. The primary analyses controlled for 
factors known to be related to both literacy and mental 
health and addiction outcomes by including them as covart
ates in the regression models. The covarlates included in all 
regression models were as follows: gender. age. race (black, 
white, Hispanic. or other), years of formal education, income 
(:::; $19.000, $20.000 to $49.000. or ~ $50.000), primary lan
guage (English vs other), primary substance ofchoice (alcohol, 
cocaine, or heroin), cognitive functioning measured using the 
Mini-mental Status Examination (MMSEJ, time of follow-up 
interview (number ofmonths since baseline), and randomizat
ion group. The baseline values for addiction severity. MHQOL, 

I1----------+1 

1 
Had primary care doctor - 980 {69%} 

Lived outside catchment area - 204 {14%I 
Less than 3 contacts - 9 {6%II 642 Eligible I 
Mini-Mental State Exam <21 - 58 (4%) 

I 
Other - 36[ 3%1 I 

470 Randomized 

Ineligibles - 1420 

Pregnant - 51 {4%I 

70 without follow-up data 
17 non-English interviews 
3 refused REALM 

380 in Analytic Cohort I 
FIG. I. Selection of study subjects. 
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Table 1. Descrlpllon ot study Cohort at Baseline (N-380) 

Total Sample Low Literacy. N=174 (46%) Higher Literacy. N=206 (54%) 

Mean age [SO) 36 (7.64) 36 (7.84) 36 (7.48) 
Race/ethntclty. N (%) 

Black 201 (53) 122 (70) 79 (38) 
WhIte 132 (35) 21 (12) 111(54) 
Hispanic 5 (6) 18 (lO) 5 (2) 
Other 11 (6) 13 (8) 11 (5) 

Male. N{%) 287 (76) 135 (78) 152 [74) 
PrImary language. N [%) 

English 354 (93) 150 (86) 204 (99) 
Other language 26 [7) 24 (14) 2 (1) 

Mean years of formal education (SO) 11.98 (1.98) 11.43 (1.94) 12.44 [1.90) 
Income. N (%) 

<$19.000 211 [58) 104 [62) 107 (54) 
$20.000 to $49.000 123 (34) 54 (32) 69 [35) 
>$50.000 33 [9) 9 (5) 24 (73) 

Mean CES-O (SO) 33.03 (12.56) 30.91 (11.26) 34.82 (13.32) 
MeanASI-Alc (SO) 0.47 [.34) 0.46 (.34) 0.48 (.34) 
MeanASI-Orug [SO) 0.26 [.14) 0.26 (.13) 0.26 (.15) 
Mean MCS (SO) 31.19 (12.75) 33.02 (12.97) 29.67 (l2.39) 
PrImary substance of choice. N (%) 

Alcohol 141 (37) 51 (30) 90 (44) 
Cocaine 135 (36) 76(44) 59 (29) 
Heroin 103 (27) 46 (27) 57 (28) 

ASI. AddictiDn Severity Index drug scale; ASI-Ale. Addiction Severity Index aleohol scale; CES-D. Centerfor Epidemiologic Studies-Depression; MCS. 
Mental Component Swrunary. 

and depressive symptoms were also included as covanates in 
regression models. 

Finally. we assessed whether service utilization mediated 
the relationships between low literacy and outcome measures, 
by including it as an additional covariate in regression models 
and assessing whether the association between literacy and 
mental health outcomes changed. Service utilization was de
filled as any self-reported use of either medical services or be
havioral health services (mental health and addiction services) 
in the past 6 months before the study interview. These varia
bles. assessed at baseline and every 6 months durtng follow
up. were included in the regression model as a time-varying 
covariate. All analyses were conducted using 2-sided tests and 
a Significance level of .05. Analyses were completed using 
SAS/fITAT software, Version 8.2. 

RESULTS 
Subjects' demographic characteristics reflect the nature of the 
population served in a public urban residential detoxification 

unit [fable 1). Among the 174 subjects with low literacy. 52 
[30%) had REALM scores indicating a reading level ~ 6th 
grade. while 122 (70%) had a 7th to Bth-grade reading level. 
In unadjusted analyses of baseline data. low literacy was as
sociated with higher MCS (P=.02) and lower CES-D (P=.004) 
scores but was not significantly associated with ASI-Drug 
(P=.98) or ASI-Alc (P=.38) [fable 2). In adjusted analyses of 
baseline data, no associations were detected between health 
literacy and ASI-Drug. ASI-Alc. MCS. or CES-D. 

In longitudinal regression analyses. baseline health liter
acy was not significantly associated with mental health-related 
quality oflife (MCS)or alcohol or drug addiction severity (AS!). 
However. low health literacy was associated with higher levels 
of depressive symptoms, consistent with the study hypothe
ses. In a longitudinal model adjusting for the full set of poten
tial confounders, the adjusted mean CES-D was 26.7 for the 
low as compared with 22.7 for the higher health literacy group 
(P~ .01) [fable 3). For both low and higher health literacy 
groups. the level of depressive symptoms appeared to improve 
following the baseline interview. Higher levels of depression for 

Table 2. Baseline Relationship ot LIteracy and Mental Health Outcomes (N=380) 

ASI-DrugO ASI-Alc· CEs-Dt MCSI 
(Range ...Oto 1) (Range ...Oto 1) (Range ...O to 60) (Range ...Oto 100) 

Unadjusted FUllyAdjusted' Unadjusted Fully Adjusted§ Unadjusted Fully Adjusled§ Unadjusted Fully Adjusted§ 

Low ( "" 8th grade) 0.25 0.25 0.46 0.47 30.9 31.4 32.9 30.4 
Higher [?: 9th grade) 0.25 0.28 0.49 0.48 34.3 33.8 30.1 29.2 
P-value .98 .11 .38 .88 .004 .09 .02 .42 

°Higher scores indicate greater severity.
 
tHigher scores indicate greater depressive symptoms.
 
t Higher scores indicate greater quality oj life.
 
§Models adjustedJor sex. age. race. education. income. primary language. primary substance ojchoice. randomizatiDn group. and mini-mental status
 
examinatiDn.
 
ASI. Addiction Severity Index drug scale; ASI-Ale. Addiction Severity Index alcohol scale; CES-D. Centerfor Epidemiologic Studies-Depression; MCS.
 
Mental Component Swrunary.
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Table 3. Longitudinal Models of Uteracy and Mental Health Outcomes (N ...380) 

ASI-Orug" ASI-Alc" CESOt MCSI 

Minimally Fully Minimally Fully Minimally Fully Minimally Fully 
Adjusted' Adjusted" Adjusted' Adjusted II Adjusted' Adjusted ll Adjusted' Adjustedll 

Low ( :;;8th grade) 0.13 0.13 0.23 0.26 24.3 26.7 40.7 39.1 
Higher [? 9th grade) 0.12 0.12 0.26 0.25 21.0 22.7 42.0 41.2 
P-value .28 .35 .18 .86 .01 <.01 .22 .14 

"Higher scores indicate greater severity. 
t Higher scores indicate greater depressive symptoms. 
IHigher scores indicate greater quality oj life. 
'Models a.cjjustedJor baseline measure oj outcome variable. 
IIModels adjustedJor time, sex, age, race, education. income, primary language. primary substance ojchoice, randomization group. mini-mental status 
exwnination. and baseline measure oj outcome variable_ 
ASI. Addiction severity Index drug scale; ASI-Alc, Addiction Severity Index alcohol scale; CES-D, Center Jor Epidemiologic Studies-Depression; MCS, 
Mental Component Summary. 

the low literacy group compared with the higher literacy group 
were observed only after the initial assessment (see Fig. 2). 

We examined reported service utilization for both low and 
higher literacy groups at each time point and found no signi
ficant differences between groups, with an average of 78% of 
low-literacy and 82% of higher-literacy subjects using any 
health or addiction services over a 6-month period. Accord
ingly, the addition of service utilization to the other covariates 
listed in Table 3 did not attenuate the association between 
health literacy and depressive symptoms. The mean CES-D 
scores were 26.6 and 22.8 for the low and higher health liter
acy groups, respectively. after adjusting for self-reported 
service utilization (P< .01). 

DISCUSSION 

The recent AHRQ evidence review. "Literacy and Health Out
comes: Evide~ce Report/Technology Assessment. ..23 cites 5 
studies that evaluate the association between a marker of 
health literacy and a marker of mental illness. Four of these 
studies report statistically significant associations between low 
literacy and higher prevalence of depression; however, not all of 
these associations remained significant in adjusted analyses. 
Each ofthese studies and more recent work by Wolf et al?4 have 
relied on cross-sectional analyses, and thus do not allow for 
consideration of causal inferences. For example. Gazmarian et 
al. 2 5 found that 13% of new Medicare recipients had depression 
according to the geriatric depression scale. SUbjects with low 
health literacy were 3 times more likely to have depression. 
However. after controlling for demographics, social support, 

40 

CD 35 
~8 30 

U) ~ 
Cl 25 

health behavior. and health status. health literacy did not re
main an independent risk factor for depressive symptoms. 

In this study, we examined the relationship between 
health literacy and several behavioral health outcomes over 
time. These data provide evidence supporting an important 
longitudinal relationship between literacy skills and depres
sive symptoms among adults with addiction. We did not detect 
an association between health literacy and addiction severity 
or mental health-related quality of life. These are some of the 
first data to examine prospectively and longitudinally the 
relationship of health literacy and mental health outcomes. 

Subjects in this study were recruited at a residential 
detoxification unit and accordingly had severe symptoms, at 
a nadir for both addiction and mental health. Depressive symp
toms improved for both the low and higher health literacy 
groups over time; however. subjects with low health literacy 
had higher levels of depressive symptoms during follow-up. 
Prior research provides evidence that the differences in CES-D 
scores found in our study are clinically Significant. Pandya 
et al. 2 6 reported an increase of approximately 6% in the prev
alence of major depressive disorder among people with multi
ple sclerosis when CES-D scores increased from 22 to 26. 

These data do not allow adequate examination of potential 
mechanisms to understand the relationship between health 
literacy and depressive symptoms. We explored health literacy 
as a barrier to service utilization. as this has been suggested as 
an important possible mechanism for the relationship between 
health literacy and chronic disease outcomes.F' but did not 
fmd this to explain the observed association. Although service 
utilization can offer important insights into the relationship 

~Limited 

Literacy: 

REALMen 'II UJ 20 - SCORE 0-60o 
<:: 15 
t1l 

~ 10 

5 

o 
Baseline 
(n=380) 

-- REALM 
SCORE 61-66 

6 months 12 months 18 months 24 months 
(n=238) (n=202) (n=242) (n=261) 

Time 

FIG. 2. Literacy and depressive symptoms across time. 
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between health literacy and chronic disease outcomes. other 
potential mechanisms remain to be explored. One of these. 
which may be especially salient in examining mental health 
outcomes, is the high levels of shame associated with limited 
reading ability.28 This shame may be in the causal chain of 
increased depressive symptomatology. 

There are several limitations of this study. First. the gen
eralizability of these results is limited by the specific nature of 
the population studied, a cohort of patients recruited during 
inpatient detoxification. In addition. we cannot assess the ex
tent to which the level of literacy or depressive symptoms may 
have influenced study participation. Second, this secondary 
analysis of prospectively collected data only allowed the use 
of CES-D. MCS. and ASI as measures of mental health and 
addiction outcomes. While CES·D is a good measure of 
depressive symptoms. future work should examine a broader 
spectrum of mental health and addiction outcomes. 

Also, the REALM was only administered at baseline and 
we are unable to evaluate changes in literacy over time. While 
it is certainly possible that subjects may have acquired addi
tionalliteracy skills through adult education, it is unlikely that 
significant changes occurred in literacy scores over time in our 
cohort. While the REALM is merely a test of word-recognition. 
it had been shown to correlate highly with tests that evaluate 
other domains of literacy such as numeracy. reading compre
hension, and document literacy.29 

Finally. our preliminary analyses indicate that level of 
mental health service utilization does not explain the influ
ence of health literacy on depressive symptoms. These findings 
are limited by our use of a single dichotomous, self-report 
measure of health or addiction service use and should be 
interpreted cautiously. 

CONCLUSION 
Little attention has been paid to health literacy in substance 
abuse and mental health care settings. These data indicate 
that health literacy may be an important factor In the course 
and outcomes of depressive symptoms. While health literacy 
was not found to be a predictor of mental heath functioning or 
addiction outcomes, clearly this study represents an initial 
exploration of this area, one that merits further investigation. 

The important role of low health literacy in people's lives 
has been inadequately addressed. Future work should exam
ine the role of low health literacy among subjects with a full 
range of psychiatric and addiction disorders. In addition. po
tential mechanisms to explain these relationships should be 
examined in order to inform the development of interventions 
designed to reduce the burden of low health literacy among 
people with addictive and mental health diseases. 

This work was supporied by a grant from the Notional Institute 
on Alcohol Abuse and Alcoholism (RO 7-M 70870) and the Na
tionallnstitute on Drug Abuse (R07-DA70079) (R25-DA13582). 
This work was supporied in pori by the Boston University Gen
eral Clinical Research Center from the Notional Center for 
Research Resources (M07-RR00533). 
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Abstract

Automated dialogue systems delivered over the telephone offer a promising approach to delivering health-related interventions to
populations of individuals at low-cost. Over the past two decades, an automated telephone system called Telephone-Linked Care or
TLC has been successfully designed and evaluated by the authors and their colleagues. This work has resulted in over twenty systems
for various health-related conditions and lifestyle behaviors. This paper describes our approach to developing and writing dialogue
for these automated telephone systems, including determining the program objectives, defining the target population, and selecting a the-
ory of behavior change to guide the intervention. Both macro and micro issues are considered in constructing dialogue systems that are
engaging for the target population, easy to use, and effective at promoting positive health behaviors and outcomes.
� 2006 Elsevier Inc. All rights reserved.
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1. Introduction

Automated dialogue systems are increasingly being used
in health care to provide information, advice, counseling,
disease monitoring, clinical problem identification, as well
as enhancing patient-provider communication. They are
also being used with the general population (consumers)
to improve health-related lifestyle behaviors. We have 20
years of experience developing and evaluating completely
automated telephone-based conversational systems that
interact with patients and consumers to improve health
outcomes and the delivery of health services. In this paper,
we will present our experiences designing these systems,
which we call Telephone-Linked Care or TLC systems.
We will describe the process of developing conversational
structure and content as well as the process of
implementation.

The systems we have developed and evaluated have
focused on (1) positively influencing a person’s health
behavior by modifying behavioral risk factors for disease
1532-0464/$ - see front matter � 2006 Elsevier Inc. All rights reserved.
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(e.g., smoking, diet quality, etc.) and promoting disease-re-
lated self-care behaviors (e.g., taking prescribed medica-
tions regularly, attending scheduled clinical office visits,
etc.), and (2) monitoring patient’s health conditions outside
of clinical settings and identifying potential acute, sub-
acute, and chronic medical care issues that are then com-
municated to the person’s responsible health profession-
al(s). For this paper, our focus will be on the dialogues
necessary for the first of these objectives, namely improving
health behaviors of patients and consumers, although most
of the considerations also apply to the second objective of
disease monitoring, an integral component of disease man-
agement programs. For the improvement of lifestyle
behaviors, we have developed TLC systems for several
aspects of diet [1–3], physical activity [4–6], and cigarette
smoking [7]. For disease related self-care behaviors, there
are TLC programs for promoting medication-regimen
adherence [3,8–10], scheduled office visit attendance [10],
appropriate disease screening behavior [11], and use of
home self-measurement devices [8]. TLC chronic disease
management programs exist for hypertension [8], angina
pectoris, chronic obstructive lung disease [12,13], asthma
[14], diabetes mellitus, depression [10], and patients with
multiple chronic diseases.

mailto:jpm@bu.edu
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Over time our program objectives have evolved from
being single behavioral objectives (e.g., improve medica-
tion adherence) to multi-behavioral interventions (medica-
tion adherence, diet, and exercise). This evolution reflects
the increasing functionality of TLC programs and a recog-
nition that improving health or self-care of chronic condi-
tions (e.g., hypertension) is a multi-behavioral enterprise.

Evaluations of TLC systems have demonstrated efficacy
in improving target health behavior in multiple studies.
Evaluations of TLC systems have compared TLC to ‘‘usual
care’’ and to mock-interventions that used TLC technology
to control for the attention-placebo effect of the contact
itself and the novelty of the TLC intervention. Using the
standard metric of effect sizes (behavior change expressed
in terms of standard deviations on the outcome variables),
TLC systems have demonstrated medium to large effect siz-
es ranging from .29 to .69 [15]. More recently, a TLC phys-
ical activity promotion program was compared to both an
assessment-only control and a human telephone counselor
program [16]. The results demonstrated that both the
human and TLC groups were effective compared to the
control and were not significantly different from each
other.

2. Automated telephone systems or telephony

The use of the telephone as the communication channel
of health behavior change programs has a number of
advantages. The telephone is almost universally available
in the US, and in both developing and developed countries.
In fact, with the spread of mobile telephone technology
globally, many developing countries have built national
mobile telephone systems while their landline telephone
systems remain rudimentary. Because telephones are ubiq-
uitous and have been a mainstay of communication
between people, typically two people at a time, using a
phone for conversation with another person is perceived
as natural and easy. Our research has shown that users
actively project human qualities onto the automated voice
and this lends credibility to the system [17,18]. Although it
has not been empirically tested, we believe that this projec-
tion is more likely to occur in telephone encounters than in
programs that use other technological channels of commu-
nications. Interestingly, this effect might not be entirely
positive, as in some situations individuals may be more
honest with less personal (computers vs. live interviewers)
assessment methods [19,20].

Unlike human-to-human interactions, the TLC system’s
conversations with patients and consumers are entirely
automated. During TLC telephone conversations, the sys-
tem speaks to individuals over the telephone using digitally
recorded human voices. Users communicate with TLC by
pressing buttons on their telephone keypad, or in newer
systems, by speaking into the telephone receiver.

The interaction is designed to resemble a typical conver-
sation between a health counselor and a patient/client. The
use of speech recognition technology helps make the inter-
action ‘‘feel’’ like a natural conversation. At the core of
these systems is the dialogue, the exact words that the sys-
tem ‘speaks’ to the user during TLC conversations. We
refer to the written version of this dialogue as the ‘script.’
The script contains the conversational segments to be dig-
ital recorded by voice consultants (actors) into separate
sound files as well as the rules for assembling these seg-
ments into the resulting, often unique, conversation. This
includes any questions that are going to be asked during
the conversation and the possible answers that the system
will accept. How skillfully the dialogue is designed and
written largely determines the nature and effectiveness of
telephony systems.

Our current TLC programs are comprised of a comput-
er system that combines an interactive voice response
(IVR) subsystem for generating speech using prerecorded
audio message segments, a speech recognition subsystem
for recognizing what the user is saying, a database manage-
ment subsystem for storing and managing system and user
data, and a conversation control subsystem that controls
the content and flow of individual TLC conversations with
users. TLC systems are finite state machines in which pro-
grammed decision rules are used to select, combine and
play pre-recorded sound files of conversational segments.
These rules determine which sound files to play based on
logic that is applied at each step of the conversation and
data the system has about the user and their progression
through the program. The data on user characteristics
might be known before a contact is initiated or collected
from the user during the call.

We design TLC systems so that they are tailored to the
user’s ‘state’ using current behavioral theories to structure
the design of the systems and the strategies used to pro-
mote change. Since behavioral theories do not usually
delineate the specific tactics that should be used by the sys-
tems to affect the behavioral strategies, we incorporate the
heuristics of experienced clinicians in the tactical design
and in crafting the specific words uttered by TLC. Given
the complexity of these design considerations, the variety
of component behaviors a program might be addressing,
and the number of user states given the factors we are tai-
loring on, TLC systems are quite large and complex. The
printed representations of TLC ‘scripts’ are usually in the
range of 150–600 pages. We know of no other evaluated
health dialogue systems that approach TLC programs in
their size, breadth, depth, complexity of content or in the
degree of incorporation of behavioral change theories
and heuristics of health professionals. This paper will
describe the most salient attributes of these systems and
our process for developing them.

3. Initial considerations

Before beginning to write dialogue for health behavior
change systems, a number of parameters should be careful-
ly examined and clearly delineated, including the objectives
of the program, the characteristics of the population that
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will be using the system, and the intervention approach
that will be employed. Having these parameters well
defined will make the development process more efficient
and lessen the chance that changes will be needed after
the program has been initiated, which is quite costly for
automated systems.

3.1. Program objectives

Although any intervention program will at the outset
have an overall objective, it is important for an automated
health behavior intervention program to have objectives
that are carefully considered and explicitly delineated.
The program’s objectives need to be kept in mind through-
out the design and writing phases of intervention develop-
ment. Adjustments to the objectives often occur during the
developmental process and should be explicitly document-
ed. This process is imperative when multiple developers are
working on the system. The objectives should be defined
not just in terms of the overall goal (e.g., promoting phys-
ical activity) but also include: (1) what aspects of a behav-
ior or behaviors will be changed, (2) what are the ultimate
goals and what are the intermediate goals, (3) in what order
will the goals be accomplished, and (4) how will the
achievement of the goals be assessed.

The first of these considerations is important because
most lifestyle behaviors are quite complex and any one pro-
gram is likely to focus on only some aspects of the behav-
ior. For example, in one of our current exercise programs,
we are specifically targeting levels of moderate intensity
aerobic activity such as brisk walking. We are not trying
to improve strength, flexibility, or promote vigorous inten-
sity exercise although incidental improvements in these will
certainly not be discouraged. In this same program, speci-
fications of ultimate and intermediate goals (#2 from
above) would include the ultimate goal of getting users to
reach and maintain recommended levels of moderate or
greater intensity exercise of 30 min per day most days of
the week (or 150 min per week) [21]. Intermediate goals
are often different for different users depending on their
characteristics. For example, intermediate goals may
include increasing the level of motivation for users with
low motivation, developing specific plans for those users
who are motivated but do not have a viable exercise plan,
increasing total minutes of exercise for those who are get-
ting less than 150 min per week in small but steady incre-
ments, and preventing relapse for those who achieve this
level of exercise. The third consideration, the order of
goals, is especially important in programs that target more
than one health behavior, but can also be important when
intermediate goals do not have an inherent order. The last
aspect of the objectives to be defined (#4) is to specify how
they are going to be measured. We assess the targeted
behavior throughout the program for two reasons: First,
to provide data to individualize intervention messages as
they are being delivered, and, second, for program evalua-
tion. Assessment procedures for these two purposes can be
independent or overlapping. There are a number of study
design issues to be considered, but this topic is beyond
the scope of this paper.

3.2. Population characteristics

The second important parameter is understanding the
characteristics of the population that will use the program.
This knowledge is necessary so that the dialogue will be
engaging to all or nearly all users. Furthermore, as an inte-
gral aspect of these systems is to individualize or tailor the
intervention to each user, knowledge of the population can
assist in identifying the critical individual and group differ-
ences to take into account in dialogue construction. A non-
exhaustive set of important characteristics to consider in
dialogue writing include education level, gender, age, cul-
ture or ethnicity, income, and geographic characteristics
of the home neighborhood. Since the dialogue is designed
for the whole population, understanding the range of val-
ues on a characteristic is more important than knowing
the mean value for the population. For example, knowing
the prevalence of low educational levels in a target popula-
tion for an automated health behavior program is more
helpful than understanding what the average level is. Inter-
ventions adjusted for low education level (or low health lit-
eracy) are generally effective even for those with higher
levels of education. That said, decisions also might be made
not to adapt the dialogue to the extremes of a dimension. If
98% of the population has at least a sixth grade education,
it might not make sense to adapt the intervention to the 2%
of the population that has lower education levels. In this
case, a decision would need to be made whether or not to
exclude individuals with this level of education.

A new area of research for our group is investigating
interventions tailored to specific racial or ethnic groups
[3]. The ethnic identity of the user provides the primary
context in which the lifestyle behaviors occur. For instance,
one’s culture has a large effect on dietary preferences and
the role of food in self-concept and social interactions. In
our work on culture, we use Resnicow and colleagues’
[22] framework, which emphasizes understanding both
‘surface’ aspects of culture (e.g., food preferences) as well
as ‘deep’ aspects (e.g., role of food in maintaining interper-
sonal relationships).

In addition to accessing data on distributions across
variables, we have found that two other sources provide
invaluable information on populations we serve. The first
is direct experience, usually in clinical settings, with mem-
bers of the target population. If this experience does not
exist with the design team, it is advisable to find outside
consultants to review program design and the dialogue
writing approach. The second source of information is
from focus groups of individuals from the target popula-
tion. In an ongoing project to improve self-care for hyper-
tensive African-Americans, we ran a series of focus groups
on self-care behaviors, relationships with care givers and
the experience of hypertension. We listened carefully not
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only to what was said but to how it was said. Idiosyncratic
terminology used by a sub-group can be used to adapt the
intervention scripts. Once an in depth understanding of the
population is achieved, the writing of the dialogue will be
better informed producing more effective and engaging
interactions.

3.3. Intervention approach: using theory to guide the

development of a dialogue system

The third set of decisions to be made concerns the inter-
vention approach that will be used to change the behavior.
The chosen approach should be explicitly stated and used
as a guide to dialogue writing. We believe the most impor-
tant of these intervention approach decisions is selecting a
behavioral change theory to guide the construction of the
dialogue system.

Some of the most effective health behavior change pro-
grams use theory as a framework for designing and imple-
menting the intervention. Theory is defined as a set of
interrelated concepts, definitions, and propositions that
present a systematic view of events or situations by specify-
ing relations among variables to explain and predict these
events and situations [23,24]. In health behavior research,
theory is essentially a framework that determines the
approach to and the components of the intervention. There
are numerous theories available to researchers building
health behavior interventions, e.g., Social Cognitive Theo-
ry [25,26], Health Belief Model [27], Theory of Reasoned
Action [28], Theory of Regulation and Self-control [29],
Theory of Subjective Culture and Interpersonal Relations
[27–31], Transtheoretical Model of Behavior Change [32–
34], Protection Motivation [35], and Precaution Adoption
Process [36]. Our laboratory has structured the majority
of our health behavior programs using established behav-
ioral theories including the Transtheoretical Model and
Social Cognitive Theory (SCT). The purpose of this paper
is not to propose the use of any one specific theory to guide
the dialogue system; our purpose is to recommend that dia-
logue systems for health behavior change be based on a
theory. We believe this is important for two reasons. First
and most immediately, it is likely to lead to more useful
programs because good theory leads to more comprehen-
sive and consistent intervention designs and provides effec-
tive strategies for behavior change. The second reason is
that evaluating theory-based programs provides important
data to the field on how to improve theories of health
behavior change which ultimately lead to more effective
interventions.

In choosing a theoretical basis for a specific dialogue
system, the system developer should evaluate candidate
theories on a few main criteria that we have found to be
important. The first is whether the theory has any empirical
evidence related to improving the target health outcomes.
The second is to determine if the theory has a framework
that it is easily translatable into a dialogue conversation.
Since TLC conversations are aimed at the individual user,
it is important that the theory is able to explain an individ-
ual’s behavior as opposed to explaining population or
group behavior. Third, the theory should provide clear
guidance on the timing and content of the intervention,
i.e., what to say and when to say it, so computer algorithms
to control the conversation can be specified.

One theory that we have used many times in designing
our TLC automated dialogue systems is the Transtheoret-
ical Model of Behavior Change (TTM). The TTM inte-
grates a set of constructs related to how individuals
change a health-related behavior; a detailed description
of the model can be found in an article by Prochaska
and Velicer [37]. From our perspective, the TTM meets
all three criteria delineated above. First, there is extensive
empirical evidence on the effectiveness of the TTM for
health behavior change [32,33]. The precepts of the TTM
model have been used to structure a variety of health
behavior change intervention programs, and these pro-
grams have been shown in well designed evaluation studies
to change health behavior in the ways predicted by the
model. Second, as the theory was developed to specifically
explain the process of behavior change, its conceptual
structure facilitates its translation from a theory to an
intervention. The theory consists of four interrelated con-
structs, each of which is easily translated into dialogue.
The third quality that makes the TTM an appropriate basis
for an automated intervention is that it provides guidance
on what content is to be delivered and in what situations;
thus, computer algorithms can be easily rendered.

3.4. An example of how to use theory to guide the

development of a dialogue system

The following section uses information on one of our
physical activity programs (TLC-PA), developed using
the TTM as a theoretical framework, as an example of
what a dialogue system might include. Based on current
health recommendations, a typical goal of our physical
activity programs is to assist users to achieve and maintain
150 or more minutes per week of moderate-intensity phys-
ical activity [21]. Four TTM constructs were used to design
TLC-PA, namely: stage of change, processes of behavior
change, decisional balance, and self-efficacy. The first of
these represents an individual’s progression through a
change process and provides an organizing structure for
the integration of the other three constructs; therefore,
we design TLC-PA to provide separate dialogues for each
of the five stages of change: Precontemplation, Contempla-
tion, Preparation, Action, and Maintenance [38]. The
user’s stage is assessed at the beginning of each call through
a series of three to five branched questions. If they have
changed stage since the previous call, they are given appro-
priate feedback on this movement in stage. The caller will
then hear content based on the other three theoretical con-
structs but tailored both by their current stage of change
and what content they have progressed through previously.
For example, a person in the Contemplation Stage would
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engage in a conversation to clarify their decision to exercise
or not (the decisional balance construct) and one part of
this would be about the many benefits of doing regular
moderate physical activity for example: ‘‘O.K., I will read

a list of several benefits to you. You can pick the topic most

important to you and I will then tell you how exercise can
help.’’ The processes of change are a set of overt (actions)
or covert (thinking/feeling) activities that foster positive
behavior change and are employed in all stage dialogues.
The process that is most beneficial at any one time is largely
determined by which stage the user is in. For example, the
process of consciousness raising might be used in the Prep-
aration Stage by encouraging a user to learn more about
the types of physical activity they might consider. The con-
versation for this user might then move on to building the
user’s confidence that they can successfully engage in regu-
lar exercise (the construct of self-efficacy). The introduction
to this section includes: ‘‘As you move to becoming and stay-

ing regularly active, there may be times when you have

doubts whether you can make these changes. If you would

like to hear how to feel more confident about being active,

say ‘confident,’ if you would like to skip ahead, say ‘skip’
now.’’ Finally, this conversation would end with TLC-PA
negotiating a stage-specific goal for the next week. For
instance, for those in Preparation who have begun to
increase their level of physical activity, the system has a
set of algorithms that considers the overall physical activity
goal of the program, the person’s previously stated inter-
mediate goals, the person’s previous levels of physical
activity and heuristics that consider appropriate changes
in goals over time. For example, after asking the caller
about their goal, TLC might say, ‘‘Exercise experts and

physicians agree that people can and should slowly increase

their amount of exercise activity; even if it is only by 5 min-

utes each day. Previously, you decided to exercise on [previ-

ous planned days]1 days for [previous planned minutes]1

minutes each day. I think it’s reasonable for you to try to

do 5 more minutes of exercise on each day that you exercise
this coming week. Would you like to re-consider your activity

plans for the coming week? Say ‘Yes’ or ‘No’ now.’’ Alterna-
tively, if the user tries to set an intermediate goal that is
much higher than their current exercise level, the TLC sys-
tem will encourage them to adjust their next goal down-
ward to a level where success is more likely. This strategy
process is in keeping with the theory and empirical findings
on self-efficacy, namely, that it is increased by success on
intermediate goals. In summary, the TTM was used
throughout the design of this intervention, its use made
success more likely, and studies using this system are a
good test of the usefulness of this theory in the design of
effective interventions.
1 [previous planned days] and [previous planned minutes] represent
variables that contain the number of days and minutes the users chose as
their plan during the previous TLC call one week earlier.
4. System specifications

One of the next steps in the process of designing an
automated TLC program is determining the systems spec-
ifications. Specifications include the number of contacts,
the duration of the program, the schedule of contacts,
and the duration of individual TLC conversations. These
attributes are specific to each application and are deter-
mined by the objectives, population characteristics, and
the demands of the intervention approach but are also tem-
pered by practical considerations. The total contact time
designed into a program is determined by these parameters
with each dimension being independently important. TLC
programs have varied greatly on all three of these
dimensions.

4.1. Number of user–system contacts

We have developed TLC systems for a range of contacts,
from as few as a single contact to systems that can handle
an indefinite number of contacts. An example of a system
designed for one contact is our TLC program to promote
screening mammography in women. This system contacts
the woman a month before her annual mammogram is
due. The one-call design fits the behavioral objective (to
have the woman take a single action) and is sufficient to
present the content hypothesized to bring about this effect.
The intervention both assists the user directly in the sched-
uling of the screening and addresses whatever barriers to
getting a mammogram that the woman might have. The
system allows the user to choose from a set of 22 barriers
to hear advice that is applicable to her. The system also
allows the women to call back if they were interested in
hearing more barriers or wanted information repeated. In
a recent study, we found that few women utilized this call
back option which was indirect support for the 1-contact
design [11]. Also, the mean call duration was 111

2
min and

the range of durations was from 31
2

to 27 min indicating
that women chose to hear very different amounts of
content.

Given that many health behaviors (e.g., eating, being
physically active/inactive, drinking alcohol, smoking ciga-
rettes, etc.) are inherently complex and often resistant to
change, they require much more intensive programs than
the mammography program just described. The majority
of our TLC systems have used multiple contacts over time.
In fact, we have designed systems with the potential to pro-
vide on-going contacts for an indefinite amount of time in
order to foster life-time maintenance of health behaviors.

4.2. Duration of the program

We have found that the duration of a behavioral pro-
gram should be long enough for users to receive the full
content of the program at a reasonable rate for them, have
time to practice and integrate new skills or perspectives
into their lifestyle both between and across contacts, have



J.P. Migneault et al. / Journal of Biomedical Informatics 39 (2006) 468–481 473
the opportunity to repeat difficult sections of the program,
and achieve success and maintain it for at least a short peri-
od of time. The majority of our programs to date have been
designed to be delivered over a 6 month period which has
resulted in positive health outcomes [16]. One of our
TLC physical activity programs was delivered over the
course of a year. It had positive effects after 6 months
but there were no further increases between 6 and 12
months [16], suggesting that 6 months of TLC was suffi-
cient at least for initiation of behavior change.

Most of our work to date has been in the initiation of
behavior change, whereas maintenance of behavior change
might call for different program designs, such as those with
durations longer than a year or those which are provided
on an unlimited basis. As mentioned earlier, one of the out-
standing advantages of automated systems is that once
developed, the incremental cost of use is low. Unfortunate-
ly, few data exist to inform design decisions in this area giv-
en that few studies have systematically investigated the use
of automated systems to promote the long term mainte-
nance of health behavior change. We are presently com-
pleting two TLC systems that expressly target the long-
term maintenance of dietary improvement, a very difficult
problem. These two systems are based on completely differ-
ent theories of behavior change, and they will be compared
both to each other and to a control group. Although dia-
logue systems allow for program designs of indefinite
length, more research is needed to determine the optimal
duration for the various objectives of these systems.

4.3. Schedule of contacts

Not only does the duration of a program vary, but the
schedule of TLC contacts within this time period varies as
well. Although the most common frequency of contacts is
one call per week, other options are possible. One clear
advantage of regular (daily or weekly) calls is that it is
easier for a user to get into the habit of having a call at
that time, improving call adherence. We are currently
involved in the design of a system that will use very short
daily calls to just gather information on two behaviors
(physical activity and glucose testing), and then this infor-
mation will be combined and used in the more usual
weekly behavior change conversations. Other TLC pro-
grams start off with weekly calls, and then after the main
content has been completed, reduce frequency to bi-
weekly and then monthly calls that become more of a
check-in and review than presentation of new content.
This variation in call frequency has led to 6 month pro-
grams with a low of nine contacts (weekly for 1 month,
followed by monthly for 5 months) to those with 26
weekly calls. Again, these decisions are made based on
the amount of content the program needs to cover and
our understanding of what might be optimal given the
program objectives and population of users. However,
we have not directly compared outcomes of programs
with different durations or contact frequency.
4.4. Duration of TLC conversations

The duration of each TLC conversation varies across
the programs, across different calls within a program, and
among the users of a particular program. The average
duration of TLC calls was as short as 4 min for the original
TLC-Hypertension system [8] and as long as 25 min for an
intervention to increase physical activity. In general, we
have found that calls of 10–15 min tend to be optimal for
most users. Given that it usually takes a couple of minutes
to initiate the call and end the call with a short review and
confirmation of the next contact time, there is between 8
and 13 min for the main content of the intervention per
call. In some systems, the decision whether or not to go
on to a new section is made during the call. If the elapsed
time is past a limit, say 10 min, the system might decide to
not start a new section or, alternatively, ask the user if they
want to go on or start the section in the next call. This takes
some extra programming but can be a nice way to give the
user more control over the conversation.

We have limited the duration of individual TLC calls for
a number of reasons. First, we wished to minimize the
user’s perceived burden as it is likely to be associated with
attentiveness during the calls, rates of call completion, and
adherence to the prescribed use schedule. Second, we
wished not to overload the user, but rather maximize the
likelihood that the user comprehends and retains the infor-
mation and counseling delivered. Often when adapting a
non-automated intervention to a dialogue system, the con-
tent of what might be delivered in an ideal assessment and
intervention contact will have to be divided into the small-
est viable units and delivered across multiple TLC conver-
sations. For example, the total amount of time to deliver
one complete dietary assessment and intervention in our
TLC ‘‘healthy eating’’ dietary program [1] would be about
1 h. We divided the material into six conversations of
about 10 min each, covering all of the content. These six
conversations were called a cycle. When one cycle was com-
pleted, there was a review call, and then a new cycle of calls
would begin.

4.5. Other important system specifications

There are other design decisions that although more lim-
ited in scope, can have large effects on intervention effec-
tiveness. These specifications include how the user-TLC
conversation is initiated, and the automated options relat-
ed to user–system interactions and response options.

4.5.1. Initiation of the TLC conversation

Automated telephony technology permits both inbound
and outbound calls, or in other words, either the user can
call the system (inbound), or the system can call the user
(outbound). From a programming perspective, the
inbound contact systems are much simpler to design and
operate. Users initiate the contacts by dialing a telephone
number and entering a password that identifies them to
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the system, which then confirms their name and accesses
stored data. All of our early systems were inbound systems.
Outbound systems have to account for the increasingly
complex set of possibilities of whom or what answers the
phone. The details of this are beyond the scope of this
paper, but a difficult challenge is designing the systems so
it reliably can differentiate between a live person and an
answering machine or voice mail system answering the call.
In addition, protocols have to be specified to handle a num-
ber of situations including scheduling call backs if the line
is busy, not answered, if the user is not home or home but
not available to take the call. TLC, for example, will leave a
short message on an answering machine, but although it
might call back repeatedly, it will only leave one message
per day and no more than a few per week. TLC also pro-
duces daily reports on calls completed, calls partially com-
pleted, and the results of other call attempts to be reviewed
by project staff. Other protocols specify when a staff person
is to contact the user by phone or mail to trouble shoot
connection problems.

Beyond technological and practical issues, there are pros
and cons of each method of initiating a TLC conversation.
An inbound system gives the user more control over the
initiation of an interaction; however, we have found that
inbound systems result in fewer than prescribed contacts.
Outbound systems result in better adherence to the planned
contact schedule [39]. Our experience tells us that out-
bound systems are superior. Additionally, they have the
capability to accept inbound calls from the user which pre-
serves some user control. We have also given users the
option to switch from outbound to inbound calls.

4.5.2. Automated interactions and response options

A design choice that has become available recently is
whether to use automated speech recognition (ASR) tech-
nology. In ASR systems, the computer is ‘‘listening’’ for
a finite set of responses after each question. Users are pro-
vided with this set of responses and can speak their answer
into the telephone. Although many times, a user may reply
with an answer that is different than the set of responses
provided. For example, after a Yes/No question, the sys-
tem says, ‘‘Please say ‘Yes’ or ‘No’,’’ but the user might
answer ‘‘yep’’ or ‘‘yeah.’’ ASR technology can be pro-
grammed to accept common synonyms (e.g., yea, yup,
nah, nope, etc.). If the system does not understand a reply,
there is a protocol for querying the user. ASR can also
understand multiple word answers. In one of our TLC diet
programs, we provide users with a set of five benefits of a
healthy diet and ask the user to indicate their choice, e.g.,
the system says, ‘‘If you are interested in hearing about

how diet can improve your skin, say ‘skin.’ If you are inter-

ested in how a healthy diet can lower your blood pressure,

say ‘blood pressure’.’’ If no answer has been received by
the end of the list, the system will say, ‘‘Please say skin,
blood pressure, . . ., or none now.’’ The ASR technology
we use allows the caller to ‘barge in,’ meaning the system
is listening for the user’s answer while the question is being
asked or before the set of possible responses are being
listed.

There are definite advantages and disadvantage of using
ASR technology. One advantage of ASR is that the call
functions more like a human conversation. Given that
many phones have keypads on the handset, ASR also elim-
inates the need to move the phone away from the user’s
ear. The disadvantages of ASR are that it has some prob-
lems in recognizing certain spoken responses such as large
numbers (e.g., blood pressure readings). We have found
that there is a small subset of users who get frustrated
enough with the system not understanding their answers
that they stop using the system. Another small subset of
users has trouble keeping the system’s technological limita-
tions in mind—a phenomenon that might be exacerbated
with the use of ASR systems that function more like a
human conversation by ‘‘listening’’ and ‘‘understanding’’
responses. This more human-like conversation may
increase the user’s expectations of the system and frustra-
tion with its limitations. Although our recent systems have
incorporated ASR technology, we are uncertain whether
ASR represents a clear improvement over touch-tone tech-
nology given its current limitations.

5. Steps to writing a comprehensive dialogue

We have described the background and parameters of
how to structure a dialogue system, as well as important
specific design considerations. The next section will
describe how we approach the writing of a TLC dialogue
system as well as the overall qualities we feel are important
for a high quality script. The script for the dialogue is gen-
erally written by either an expert in the content area or an
expert assisted by a professional writer. The author (script
writer) needs to have a good understanding of the design
specifications (e.g., the goals of the system, the theory to
be applied, duration and schedule of contacts) that have
been discussed in the previous sections of this paper.

5.1. Characteristics of the optimal dialogue systems

It is important that the user experiences the dialogue
system as an engaging and valuable conversation. This
enhances the user’s attentiveness and increases the likeli-
hood that the person will respond positively to the behav-
ioral counseling provided. It also contributes to the user’s
adherence to the recommended call schedule, which is
important for programs that entail multiple contacts over
time. Creating natural sounding and engaging conversa-
tions using automated systems, given the present techno-
logical limitations (e.g., unable to comprehend free
speech), takes a concerted effort.

Based on our extensive experience in writing and evalu-
ating automated dialogue intervention systems, we believe
effective systems are based on dialogue that has several
important qualities including that the dialogue: (1) is opti-
mized for spoken communication with lay people, (2)
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endows the systems with human-like characteristics to
resemble real conversations, (3) is personalized to the indi-
vidual user, (4) maximizes interactivity, (5) balances repeti-
tion and novelty of content, (6) mixes system and user
control of the conversation, and (7) maximizes pseudo-
intelligence.

Writing messages that are suited for communications
that are heard by a lay population is often a surprisingly
difficult task for health professionals without previous
experience in dialogue construction. Most health profes-
sionals, especially those who are researchers and academ-
ics, principally write research grant proposals and journal
articles that are addressed to a professional audience who
will read rather than hear what is written. It is a twofold
adjustment to both write for a much lower educational
level and to write conversation instead of text to be read.
What often works best is to pair a content expert with a
professional writer who is known to be good at writing this
type of dialogue. We also recommend that writers read out
loud the dialogue they have written, even if only to them-
selves. One important point to remember is that only a lim-
ited amount of material can be kept in mind by the listener
at any one time. Complex lines of reasoning or long lists
might work in a text based intervention, but are generally
not appropriate for spoken communications.

Our research suggests that our systems are quite success-
ful in emulating real conversations as users clearly anthro-
pomorphize the TLC voice [40]. We deliberately invest the
voice with human qualities to better engage the user. First,
we use actors and actresses to record the scripts. This
ensures that the voice is easy to understand and is rich with
variation in inflection and tone (although computer gener-
ated voices are improving in these qualities). Second, con-
versation structure and content is designed to emulate the
characteristics of a human conversation. For our programs
which are focused on care of a medical condition, the TLC
dialogues are usually emulating a health professional
speaking with a patient or consumer over the telephone.
We have conducted a number of observational studies in
which we record the interaction between training health
professionals, most often registered nurses and nurse prac-
titioners, with patients on the phone in order to identify the
characteristics of human health professional delivery over
the telephone. From what we have learned, we have
designed the content of the TLC conversations, including
the questions and declarative statements, the order of pre-
sentation of content, how the system responds to questions
and the words, sentence structure and tone used, to closely
match the user’s expectations of what a health professional
(e.g., a nurse) might ask, respond and sound like. In-depth
interview studies have demonstrated that users believe that
the TLC scripts successfully emulate a human health pro-
fessional [17].

For programs that are less clinical in nature, such as diet
improvement programs, the script is less formal, and we
consider the voice to be characterized more as a friendly
but expert advisor or coach. As if one was writing the dia-
logue for a character in a play, it is best to have a clear
sense of the role of the dialogue voice of the intervention.
To have a consistent presentation it is also best to only
have one or two ‘authors’ of the script (although it can
have many designers) with one doing the final editing. In
programs that target multiple behaviors and are written
by separate teams of content experts and writers, we use
a different voice, which we give a first name, for each
behavior. This allows each of the voices to take on the per-
sonality conveyed by the individual script writer and for
the user to identify it with one behavior.

Other ways we ‘humanize’ the automated dialogue is to
include some occasional humor into the script, have the
system check-in with users about their status within the
conversation, (e.g., ‘‘Ready to go on?’’), or have it occasion-
ally be self-deprecating (‘‘I know I am only a computer, but

. . .’’). The use of humor has to be judicious as to not under-
cut the seriousness of the topic or the expertise of the TLC
‘advisor’ and is not appropriate when dealing with sensitive
health topics.

Although users might anthropomorphize the voice,
most understand that the system is a computer but ‘‘go
along’’ with the fiction that they are interacting with a
human health professional [10]. In a similar way that movie
goers ‘suspend disbelief,’ users, in order to maximize their
participation and enjoyment, set aside their understanding
of what is going on and interact with TLC as if it were a
person. In qualitative interviews, we usually hear that users
‘feel’ that they are interacting with a person, even though
they ‘know’ it is a computer system.

Further anthropomorphizing of TLC is engendered by
maximizing the system’s pseudo-intelligence. Of course,
the system is not truly intelligent; however, we wish it to
function in a manner that as closely as possible emulates
how an excellent clinician would function. Evaluations of
TLC systems indicate that the users perceive it in that man-
ner. However, they also identify ‘‘lapses in intelligence.’’
For example, several users who used a TLC physical activ-
ity application complained that sometimes they were not
able to exercise due to the inclement weather but the
closed–ended nature of the conversation made it impossible
to communicate that fact to TLC. For this reason, it is
important that users of dialogue systems be educated about
the limits of its ‘‘intelligence’’ such as its inability to under-
stand very particular circumstances the person might be in.
Likewise, it is important for the designers to identify partic-
ular instances in which a section of script does not allow an
option that some subset of users might expect. This recog-
nition can only occur if systems are thoroughly tested
before release, including testing by some members of the
target population, and their performance closely monitored
after release. In the meantime, to reduce user frustration, in
some TLC applications we allow users to leave a message
for the study staff at the end of each conversation in which
they can tell us what they could not tell the system.

The hallmark of advanced dialogue systems for health
behavior change is the ability to have the communications
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be very specific to the user. Using terminology codified by
Krueter et al. [41,42], this is done in three ways: personal-
izing, targeting, and tailoring, each described below.

First, we use information about the user to ‘personalize’
the conversation. The data used for this are not necessarily
relevant to the user’s health status or to specific behavior
change strategies, but makes it evident that the system
knows who it is talking to. This includes referencing the
user’s name, knowledge of the user’s family members,
names of caregivers or the neighborhood they live in. Gen-
erally, this helps build a sense of a relationship with the user.
It is worth noting that one can overuse this feature. In early
TLC programs, we used the person’s preferred name very
frequently, such as ‘‘as you know, John, your blood pressure
of 160/100 is higher than what your doctor would like it to be.’’
Overuse of the person’s name can be grating.

Second we ‘target’ to the subgroup or subgroups the
user belongs to. This might be the subgroup that the whole
user population belongs to, as when we have targeted an
intervention to a racial or ethnic group, or we might target
to a number of subgroups within a population, such as dif-
ferent age groups, genders, or groups defined by the TTM
stages of change, described above.

Most importantly, we ‘tailor’ (or ‘individualize’) the
content of the messages based on specific information we
collect about the users. This information can either be col-
lected before the beginning of the intervention or during
the TLC calls. Although it is often more efficient to collect
data before the intervention either from surveys or medical
records, information that is collected during the call and
used immediately promotes a more open and conversation-
al experience. It is also important to collect current infor-
mation on variables that might change over time. The
TLC system stores this data and it can be used over time
to communicate patterns of change. Studies of TLC users
have indicated very positive responses when TLC ‘‘remem-
bers’’ something about the person [43]. Tailoring on vari-
ables important to either the user’s clinical status or to
the process of behavior change allows conversations to be
relevant, efficient, theory-based, and effective.

There are, however, clearly limits to the scalability of
this process when using finite state machine architecture.
If one is using multiple variables to tailor messages, the
number of messages that have to be written, recorded,
and programmed can quickly become very large. For
example, if different versions of a message are being written
based on the 5 stages of change, and three levels of self-ef-
ficacy (e.g., low, medium, and high), then 15 messages
would have to be written. If, subsequently, it is decided
to add in whether the user’s self-efficacy has increased,
decreased, or stayed the same since the last call, there are
now 45 messages to be created, yet, because the user will
only hear one of these during any one call, this might only
account for 15 s of dialogue. For this reason it is important
to be clear on what are the most important variables. The
theoretical basis of the system should provide a guide to
this prioritizing of dimensions of tailoring.
In TLC conversations we carefully mix repetition of call
flow and content with new and even unexpected material.
Repetition serves several purposes. For example, since in
nearly all TLC programs the users are being assessed
regularly, often about the same phenomena (e.g., amount
of physical activity, etc), it makes the conversation go
faster and more smoothly if the assessment appears in the
same part of the conversation and is done in the same
way each call. We believe that such repetition of sections
provide almost a comforting familiarity for some users.
Novelty is also necessary and comes from introducing
new topics or new approaches to the same issue and in
reviewing changes in user’s behaviors and/or attitudes over
time.

As mentioned, TLC systems are designed as finite state
machines in which the flow of the conversation, though
complex is completely pre-determined. This ensures that
the objectives of the program during each contact are
met and that the interview is complete and appropriate
and the counseling is consistent with the intervention plan.
At the same time, we attempt to introduce multiple oppor-
tunities throughout the TLC conversations for the user to
direct the conversation in ways that make sense to that per-
son. This includes asking the user to choose between topics
to ‘talk’ about during a call or to decide whether to hear
more detailed information about a topic or to have content
they have already heard repeated. In other situations, a
decision might involve input from both the user and the
system. For example, in a diet program for hypertensives
that focuses on consumption across four food groups, an
initial decision has to be made about which food group
to start with. In this program, the system allows the user
to know which food group it would recommend based on
the user’s present consumption. Then, the user is asked
to decide what food group to begin with. A similar interac-
tion is often used in setting weekly goals, with the system
either making recommendations first or having the user
lead with a new goal and the system suggesting adjustment
if it seems either too low or too high to be optimal. When-
ever it is reasonable we design systems so the user’s choice
prevails.

5.2. Flow diagrams

One common challenge in writing dialogue systems for
behavioral change interventions is how to manage the com-
plexity of the potential conversations. This can be managed
to some degree when flow diagrams are used. Our labora-
tory uses a commercially available software package
designed for creating flow diagrams. A series of flows are
typically written at progressing levels of detail from general
to specific. We begin with what is called a ‘‘top-line’’ flow
which outlines the more general objectives of the overall
script and the basic topics addressed in each call. The the-
ory chosen to guide the intervention should be evident in
the flow’s top-line. Fig. 1 displays a top-line flow for the
fruit and vegetable module of a diet intervention. Notice
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that it is general and incorporates the theoretical constructs
to be targeted.

As the script is outlined, the top-line flow is fleshed out
with more specifics for each call, e.g., introduction, assess-
ment, feedback, education, goal setting, and closing state-
ment. This process of diagramming the calls continues
until there is enough detail to suit the writer’s needs. Fig. 2
shows the more specific flow of the call that was represented
in the box labeled ‘Confidence Rating and Feedback’ in
Fig. 1. We have found that more detailed flows can make it
easier to write the script. As illustrated in Fig. 2, the flow
has a branching structure to describe the various paths that
a conversation can take and there is a phrase in each box con-
veying the message content to be conveyed to the user.

5.3. Collaborating with the technical staff

The system design team includes more than the experts
in the content area, it also includes the programming staff,
system testers, and often a liaison between the writers and
the programmers. Our laboratory uses a liaison person to
review and critique dialogue scripts, clarify logic, optimize
conversational dialogue, and put the script into a format
that enables it to be computer programmed e.g., includes
‘go to’ and ‘variable’ statements. Technical comment state-
ments can be added by the authors, the liaison or the pro-
grammers to document the logic of a section of script. To
this end, the flow diagram developed by the authors is used
by the programmers to understand how the script flows.

There are many aspects of the script that are repetitive
such as verifying what a caller has vocalized. More specif-
ically, a typical script contains many ‘‘Yes/No questions’’
with the question followed by the statement ‘‘say Yes or
No now’’ If yes, go to line 4, If no, go to line 5. (Note that
while the early textual forms of the script use branch logic
for simplicity, this is converted into finite state machine
logic and runtime software implemented using state-of-
the-art structured programming techniques.) The liaison
can complete these dialogue components for the author.
Another role of the liaison is determining whether all
branching logic possibilities have been accounted for.
Often there are responses to a question, which since they
are atypical, are not considered by the script writer, but
the control system must account for. Related to this, the
caller may provide improbable responses, i.e., fall outside
of the range of logically possible or acceptable answers.
TLC may ask, ‘‘Please tell me the number of days that

you exercised during the past week?’’ If the caller answers
9, then TLC will say, ‘‘I am sorry, I heard 9. I was asking
about the number of days you did moderate activities in the

last week. The number cannot be higher than 7. Please say

the number of days again. Say zero if you do not do any mod-

erate physical activity. You may also enter the number of

days using your key pad, entering a number from zero to sev-

en.’’ The liaison will add these types of responses through-
out the script.

5.4. Suggestions for dealing with common dialogue situations

From our extensive experience writing dialogue for TLC
systems we have developed approaches to some common
situations that arise when trying to translate a behavioral
change intervention into an automated dialogue system.
These approaches range from simple to more complex.
One situation is when it is necessary to have the user leave
the phone temporarily either to get something (pen and
paper) or to perform a task (weigh themselves). In these
instances, we instruct the user to either press one or say
‘‘ready’’ when they return to the phone. We have learned
that sometimes users forget this instruction when they
return to the phone so we have the system repeat this
instruction every 5 s so the user is likely to hear it when
they pick up the phone. Another aspect of this situation
is how long to have the line stay open because occasionally
the user does not return to the phone. Since this uses some
system resources (mainly a telephone line), the level of sys-
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tem resources somewhat determines how long the line can
be left open. We usually use a 5 min timeout for simple
tasks such as getting paper and pencil to write down some-
thing (e.g., a phone number, homework assignment), and
have found that a longer time such as 10 min is needed if
subjects have to accomplish a task (e.g., taking their blood
pressure or finding something that might be misplaced, like
a report we have sent them).

Another common situation is when there is extensive
information to deliver to the user. We have found that
lengthy monologues go against the nature of a good con-
versation and make the experience less engaging. The
amount of information one might easily put into a para-
graph in a written communication is often too long for a
phone system if not broken into smaller segments. In
instances in which there is extensive material to present
on a single topic, we attempt to break the material into
smaller segments of only a few sentences each, usually with
questions between the segments. These questions might
merely serve to keep connected with the users, such as
‘‘Did you get that?’’ or a rhetorical question to break up
the content. Utilizing quiz type questions is another way
to keep content conversational. Then you can provide
detail on the topic regardless if the user answers correctly
or incorrectly. For example, if the system is trying to pres-
ent benefits of exercise, the system could say: ‘‘And did you

know that regular exercise will help you sleep better and

think clearer? Say ‘Yes’ or ‘No’ now.’’ The next message
provides a bit of detail on this, but begins with: ‘‘That’s

right!’’ if they responded yes, and ‘‘Well, it does’’ if they
responded no. Another way to increase interaction and
decrease length of utterances is to present information at
multiple levels of detail. For example, in a TLC health
information program [7], we developed a program of over
50 health information topics derived from the Harvard
health letter, a health newsletter published by Harvard
University Medical School publications. To deal with the
large amount of factual information, we broke the content
up into sections and in each section provide a brief over-
view of the content in that section. We then asked if the
user wished to learn more about this topic, and if they
did, provided more detail before moving on to the next
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sub-topic. When a lot of information has been communi-
cated, it is important to include brief reviews of informa-
tion along the way.

Asking certain types of questions can be more difficult in
dialogue systems than text based systems. For individuals
of average or higher literacy, a printed question can be read
and responded to faster than listened to and answered.
Scale instrument with many items can be too burdensome
for a dialogue system, as well as being distinctly non-con-
versational. The other type of question that is difficult to
construct is when the purpose is to pick between many dif-
ferent options. Since the user cannot scan the list, they are
limited by how many choices they can keep in mind at any
one time. We found that if there are four to five choices,
they can all be presented and the user can be asked to pick
the one that they want to hear about most or first. If the list
is a set of topics and we want the user to hear detail on all
or most of them during the program, a common approach
is to present the same list during each subsequent call,
minus the options already taken. When we have a question
with many answers, which is often the case in these sys-
tems, a multi-step approach has to be taken, and these
steps can be designed in a number of ways. For example,
a common section of our scripts is to give feedback on
how to overcome barriers to a behavior, where there are
often 10–20 possible barriers. Optimally the user would
be able to choose the barrier that they would gain the most
from hearing, but this is difficult to do with this many
choices. Barriers can be presented one at a time, and users
are asked to state whether the barriers are important to
them or not. Then only the endorsed items are repeated
and they choose from the smaller set of items. This can
be time consuming, and depending on the behavior, users
can endorse most of the original set, inadvertently perpet-
uating the problem. A second option is to divide the list
into subgroups and ask them to pick one barrier of the first
group (or say ‘none’) and then give feedback on that one.
Then the system can move onto the next subgroup either
during the same call or in subsequent calls. Combinations
of these approaches can be designed. For instance, one
could take the first approach for a subset of items so the
most important barrier of the first subgroup is addressed,
and then do the same in the second subgroup. Exactly
which method is optimal depends on how much contact
time is available both during a call and across calls for
the topic, how many items are likely to be relevant to the
user, and how important it is to give them feedback on only
the most relevant items.

6. Conclusion

In this paper, we have endeavored to provide a road
map to the essential design considerations, component
tasks, and content considerations necessary to create effec-
tive, telephone-based, automated dialogue interventions.
These recommendations are based on our experience devel-
oping and evaluating these systems over the past two dec-
ades. The power of these systems is likely due to the
combination of three components: new and improving
computer technologies, better understanding of how to
assist individuals to improve health-related lifestyle behav-
iors, and the use of the telephone, the oldest, widely used
telecommunication technology, to engage in ‘human’ con-
versations. This combination allows for a multitude of
potential applications that have only started to be
explored.

Interest in the use of automated dialogue systems to
improve health-related outcomes both within and outside
of the health care delivery system is increasing rapidly as
its potential to improve both individual and public health
outcomes at a relatively low cost is being recognized. As this
paper was focused on the writing of dialogue, we did not
present the use of telephony for disease management as those
systems involve a number of other functions such as moni-
toring of patient health conditions and alert generation,
but as the cost of health care continues to rise the use of tele-
phony in disease management is likely to also increase.

There are other potentials that are only beginning to be
explored. There are possibilities to integrate such systems
with other forms of automated health interventions (e.g.,
web-based interventions) as well as with the increasingly
computer-based health care delivery system (e.g., EMR’s).
An area of research we are investigating is whether different
people prefer and get more benefits from interventions
depending on the type of communication delivery channels
used (e.g. phone, web, or print) which could inform the
matching of communication channel at the individual level.
Improved computer generated voices and text to speech
functionality will allow a more streamlined development
process—dialogue will be heard and tested virtually as it
is created. Improvements in the quality of computer gener-
ated speech could reduce the cost of system development
and increase system flexibility.

As mentioned, there are practical limits to the scalability
of finite state machines on the number of factors that can
be simultaneously considered in tailoring content. More
advanced computational approaches [44] such as dialogue
planning techniques have the potential to overcome these
limitations. As they are still in the early stages of develop-
ment, it is thus far unclear whether use of these approaches
will achieve a level of effective tailoring that can be
obtained with meticulously constructed dialogues delivered
using finite state machine architecture. This is an important
researchable question that investigators need to address.

The proven effectiveness of TLC systems notwithstand-
ing, there are also a number of challenges ahead. There is
much to understand about how best to design and imple-
ment these systems. Despite overall effectiveness, there
are still many users who do not benefit from these systems
or only benefit minimally. And lastly, these systems have
largely been developed and tested in the context of federal-
ly funded research projects, and it is time to move to the
phase of dissemination and evaluation of these low cost
interventions in real world situations.
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Barriers to Treatment of Hepatitis C in

HIV/HCV-Coinfected Adults with Alcohol Problems

David Nunes, Richard Saitz, Howard Libman, Debbie M. Cheng, John Vidaver, and
Jeffrey H. Samet

Background: Alcohol use and human immune deficiency virus (HIV) infection are both associated
with accelerated progression of hepatitis C virus (HCV) disease and reduced response rates to inter-
feron therapy. In this study, we assessed the prevalence of barriers to interferon treatment in a
population of HIV/HCV-coinfected patients with current or past alcohol problems and the extent to
which they received treatment to address the barriers.

Methods: This is a cross-sectional, descriptive analysis of baseline data from a prospective study
assessing the impact of HCV and alcohol use on HIV disease progression. Using consensus guide-
lines, subjects were categorized as having absolute, relative, or no contraindications to interferon
therapy for HCV. Absolute contraindications to treatment included heavy alcohol use, decompen-
sated liver disease, CD4 cell count o100 cells/mL, recent needle sharing, and suicidal ideation.
Relative contraindications included moderate alcohol use, recent injection drug use, depressive
symptoms, and CD4 cell count from 100 to 199 cells/mL.

Results: Of 401 HIV-infected subjects, 200 were HCV RNA-positive. Fifty-three percent had an
absolute contraindication to interferon therapy, 35% a relative but no absolute contraindication, and
only 12% had no contraindication. Of those with an absolute contraindication, 61% reported heavy
drinking and the majority (88%) had multiple contraindications. These contraindications were
present despite the fact that over 50%were in receipt of substance abuse and mental health treatment.

Conclusions: Continued alcohol and drug use as well as depressive symptoms are the major bar-
riers to interferon therapy in HCV/HIV-coinfected subjects and these barriers persist despite high
treatment rates for these problems. Therefore, more intensive treatments of alcohol, drug, and mental
health issues are needed to improve HCV treatment eligibility in HCV/HIV-coinfected persons.

Key Words: Alcohol, Hepatitis C, Interferon, HIV.

APPROXIMATELY 30% OF human immune defi-
ciency virus (HIV)-infected persons are coinfected

with hepatisis C virus (HCV), and a substantial proportion
also have alcohol problems (Campbell et al., 2006; Galvan
et al., 2002; Samet et al., 2004; Sherman et al., 2002). Both
HIV coinfection and alcohol use are associated with more
rapidly progressive liver disease and reduced response to
interferon-based treatment (Bhattacharya and Shuhart,
2003; Di Martino et al., 2001; Poynard et al., 1997;
Torriani et al., 2004). Impaired response to interferon in
those who use alcohol limits opportunities to control liver-
related morbidity and mortality (Blackard et al., 2004;
Carrat et al., 2004; Edlin, 2002; Mochida et al., 1996;
Ohnishi et al., 1996; Okazaki et al., 1994; Rockstroh et al.,
2005; Torriani et al., 2004). Furthermore, only about 30%
of HIV-coinfected populations are eligible for interferon
therapy because of ongoing drug and alcohol use, psychi-
atric disease, poor adherence to medical therapy, or
underlying medical contraindications (Adeyemi et al.,
2004; Falck-Ytter et al., 2002; Fleming et al., 2003). How-
ever, the barriers to interferon treatment, including the
associated psychological and medical issues in individuals
with alcohol problems, have not been well delineated.
Strategies aimed at improving the effectiveness of inter-

feron-based treatment will require expansion of the
population eligible for treatment and maximizing
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treatment responses in those who receive therapy. Aggres-
sive management of drug dependence and psychiatric
disease has been shown to increase the proportion of indi-
viduals eligible for interferon therapy (Backmund et al.,
2001; Sylvestre, 2002; Taylor, 2005) but there have been no
studies assessing the impact of treatment of alcohol prob-
lems on treatment eligibility. A better understanding of
barriers in people with alcohol and other drug problems
and associated mental health disorders may help to target
interventions aimed at increasing receipt of pharmacother-
apy for hepatitis C. The aim of this study was to assess the
barriers to receipt of interferon therapy for HCV infection
in an HIV-infected population with alcohol problems,
many of whom have access to substance use and mental
health treatment.

MATERIALS AND METHODS

Study Design

This is a cross-sectional analysis of baseline data from a prospective
observational cohort study [HIV-Longitudinal Interrelationships
of Viruses and Ethanol (HIV-LIVE)]. The study enrolled 401 HIV-
infected patients with current or past alcohol problems. The major
recruitment sites were the Diagnostic Evaluation Unit at
Boston Medical Center (BMC; Samet et al., 1995) and the HIV
Primary Care and Consultation Clinics at Beth Israel Deaconess
Medical Center (BIDMC). Other subjects were recruited from
BMC’s primary care practices, referrals by other study subjects, and
flyers posted at homeless shelters and HIV/AIDS social service agen-
cies in the Boston area. Persons responding to the flyers were
assessed by telephone for alcohol problems using the CAGE
questionnaire and then invited for an in-person interview to com-
plete the screening process. Recruitment began in August 2001 and
ended in July 2003.

Eligibility criteria for the HIV-LIVE cohort included the follow-
ing: (1) documented HIV antibody test by ELISA and confirmed by
Western blot (medical record or tested at enrollment); (2) two or
more positive responses to the CAGE questionnaire (Buchsbaum
et al., 1991; Mayfield et al., 1974; Samet et al., 2004) or physician-
investigator diagnosis of lifetime alcohol abuse or dependence;
(3) ability to speak English or Spanish; and (4) at least 1 contact
person who knew the subject’s whereabouts. Exclusion criteria were
a score ofo21 on the 30-item Folstein Mini-Mental State Examina-
tion (Folstein et al., 1975; Smith et al., 2006) or a trained interviewer
assessment that the patient was incapable of comprehending
informed consent or answering the interview questions. Eligible
subjects were asked to provide written informed consent before
enrollment. The Institutional Review Boards of BMC and BIDMC
approved this study. HCV RNA-positive subjects from the HIV-
LIVE cohort were deemed eligible for the current analysis.

Subject Assessments

A trained research associate interviewed all subjects. A standard-
ized interview included questions on demographics, HIV risk
behaviors, alcohol consumption, and ART use in the past 30 days.
Current alcohol consumption (past 30 days) was assessed using a
validated calendar method (Sobell et al., 1982, 1992). The Composite
International Diagnostic Interview (CIDI) Alcohol Module (Robins
et al., 1988) was administered to determine current (past 6 months)
and lifetime diagnoses of alcohol abuse and dependence. Recent
(past 6 months) drug use and current (past 12 months) diagnosis
of drug dependence was assessed at enrollment using the CIDI.

Laboratory data, including liver-related blood tests, CD4 cell
counts, HCV antibody, HCV RNA, and HIV viral load, were
obtained by review of medical records. If complete data were not
available, testing was performed at the time of the study visit.
Attendance, including number and type of visit, at drug and alcohol
rehabilitation programs and for routine medical care, HIV care, and
psychiatric care was recorded.

Definitions of Contraindications to Interferon Therapy

Barriers to interferon therapy were defined based upon current
clinical practice guidelines and the recent recommendations of the
International Panel on the Treatment of HCV/HIV coinfected Per-
sons (Carlos Martin et al., 2004). Absolute contraindications to
interferon therapy were defined as current (past 30 days) heavy alco-
hol use (414 drinks per week on average or 44 drinks in 1 day for
men, 47 drinks per week, or 43 drinks in a day for women), recent
(past 6 months) injection drug use with needle sharing, CD4 cell
count of less than 100 cells/mL, decompensated liver disease defined
as a Child–Pugh score of � 7, and suicidal ideation or attempt in the
past 6 months. Relative contraindications were defined as current
moderate alcohol use (less than heavy use but not abstinent), current
injection drug use without needle sharing, CD4 cell count from 100
to 199 cells/mL, and significant depressive symptoms (CES-D � 16;
Burack et al., 1993).

Analyses

For analytic purposes, all HCV RNA-positive subjects were con-
sidered potentially eligible for interferon therapy. Only subjects with
complete data for all of the contraindications to therapy were
included in the analyses describing the proportion of the study group
with contraindications to treatment. Descriptive statistics were used
to characterize the sample. Chi-square tests were used to assess
bivariate associations between subject characteristics and the pres-
ence of at least 1 absolute contraindication.

RESULTS

Demographic Data

Of 401 HIV-infected subjects with current or past alco-
hol problems, 236 were HCV antibody-positive, of whom
232 had HCV RNA test results; 86% (200/236) of these
had detectable HCV RNA and were therefore candidates
for interferon therapy. This sample (n5 200, Table 1) was
predominantly male (73%) and of diverse racial/ethnic
background: blacks 38%, whites 34%, Hispanics 22%,
and others 6%. The mean age was 44 years (range 20–69).
The vast majority reported having injected drugs in the
past. About one-quarter were homeless and a similar pro-
portion had been incarcerated. Almost all had been seen
recently for medical care; 20% had had a liver biopsy, and
8% had received interferon therapy.

Prevalence of Contraindications to Interferon Therapy

The number of subjects with each contraindication to
interferon is shown in Table 2. Depressive symptoms, a
relative contraindication to therapy, had a prevalence of
70%, while any current alcohol use (37%) and any recent
injection drug use (23%) were the other major barriers to
interferon. HIV-related immune suppression (CD4 o200)
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and advanced liver disease were barriers in 21 and 7%,
respectively. Thirty-five percent of the study population
reported a prior suicide attempt and 9% recent suicidal
ideation (Table 1). Rates of treatment for mental health
and substance abuse in the previous 6 months were sub-
stantial; over 50% had received mental health treatment
and/or a prescription for a psychiatric medicine. Fifty
percent had received substance abuse treatment and two-
thirds had attended AA meetings.
Of the 200 coinfected study participants, complete data

were obtained in 168 (84%). Fifty-three percent of subjects
had at least 1 absolute contraindication to interferon
therapy, 35% had at least 1 relative but no absolute cont-
raindication, and only 12% identified no contraindication
(Fig. 1). Heavy drinking (61%), recent injection drug use
with needle sharing (19%), advanced immunosuppression
(19%), suicidal ideation (17%), and advanced liver disease
(16%) were all important absolute contraindications
(Fig. 1). Of note, only 19% of subjects with 1 absolute
contraindication had no other contraindication to

interferon therapy, 30% had at least 2 absolute contrain-
dications, and 51% had 1 absolute contraindication with 1
or more relative contraindications.

Bivariate Associations with the Presence of an Absolute
Contraindication

In bivariate analyses, race, particularly white race, not
using antiretroviral therapy, failure to seek routine medi-
cal care, and less than weekly attendance at AA meetings
were all associated with the presence of an absolute cont-
raindication to interferon (Table 3). The association
between homelessness and absolute contraindication was
of borderline statistical significance. Age, gender, employ-
ment, incarceration, and receipt of substance abuse and
mental health treatment were not associated with an abso-
lute contraindication to HCV therapy.

DISCUSSION

Using current published guidelines for treatment eligi-
bility, over half of HCV/HIV-coinfected subjects with
current or past alcohol problems had absolute contraindi-
cations to interferon therapy. Over one-third had relative
contraindications, and only 12% had no contraindication.
Heavy alcohol use was the single most important
contraindication to interferon therapy. However, it was
frequently associated with multiple other barriers to treat-
ment, including depressive symptoms, and recent drug
injection use as well as poorly controlled HIV infection
and decompensated liver disease. The observation that a
high proportion of those with an absolute contraindica-
tion to therapy also had multiple other barriers to
treatment has important implications for the management
of these individuals and limits opportunities to increase
treatment eligibility.
A second important observation of the current study

was the finding that many of the substance abuse and

Table 1. Characteristics of HIV/HCV-Infected Persons with Current or Past
Alcohol Problems (N 5 200)

Characteristic N (%)

Male 146 (73)
Race

Black 76 (38)
White 68 (34)
Hispanic 43 (22)
Other 13 (6)

Employed 36 (18)
Homeless, past 6 moa 57 (28)
Incarcerated, past 6 mob 46 (23)
Injection drug use, ever 178 (89)
Injection drug use, current 47 (23)
CD4 cell count—median (IQR) (n 5 187) 357 (106–546)
HIV RNA median (IQR) 804 (0–12914)
Undetectable 53 (29)
Antiretroviral therapy 118 (59)
HCV RNA (copies/mL)o1,000,000 83 (41)
HCV Genotype (n 5 94)

Genotype 1 79 (84)
Genotypes 2 or 3 13 (14)
Genotype 4 2 (2)

Child–Pugh score—median (IQR) (n 5 175) 5 (5–6)
Suicide attempt, ever 71 (35)
Suicide attempt, past 6 mo 4 (2)
Suicidal ideation, past 6 mo (n 5 199) 19 (9)
Mental health treatment, past 6 moc 110 (55)
Prescription for psychiatric medication, past 6 mo 104 (52)
AA attendance, past 6 mod 132 (66)
Substance abuse treatment, past 6 moe 101 (50)
Methadone treatment, past 6 mo 41 (20)

a � 1 night on the street or in a shelter.
b1 night or more in jail.
cSeen by a mental health professional.
dAttended Alcoholic Anonymous meeting at least once in the past

6 months.
eAt least 6 weeks in a residential facility or half-way house, and/or at

least 12 visits to a substance abuse or mental health professional and/or
30 days of day treatment or participation in a methadone program.

IQR, interquartile range.

Table 2. Prevalence of Contraindications to Hepatitis C Pharmacotherapy
Among HIV-Coinfected Persons With Current or Past Alcohol Problems

(N 5 200)

Characteristic Number (%, 95% CI)

Absolute contraindication
Current heavy alcohol usea 59 (29, 23–36%)
Injection drug use (past 6 mo) with needle sharing 21 (10, 6–15%)
Suicidal ideation� 19 (9, 5–13%)
CD4o100� 18 (9, 5–13%)
Child–Pugh 47� 14 (7, 3–11%)

Relative contraindication
Moderate alcohol useb 16 (8, 4–12%)
Injection drug use (past 6 mo) with no needle sharing 26 (13, 8–18%)
Depressive symptoms (CES-D score 416) 140 (70, 64–76%)
CD4 cell count 100–199� 24 (12, 7–16%)

a414 standard drinks per week on average or 44 drinks in 1 day for
men; 47 drinks per week or 43 drinks in a day for women.

bAny alcohol use not meeting the criteria for heavy use.
�32 subjects with missing data: 25 missing Child–Pugh score, 13 miss-

ing CD4 cell count, and 1 missing suicidal ideation.
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mental health barriers to treatment were present despite a
high proportion of subjects having received substance
abuse and mental health treatment. Furthermore, when
we assessed for factors that were predictive of treatment
ineligibility, we found that white race, homelessness,
nonreceipt of HAART, noncompliance with routine
medical care, and attendance at few AA meetings were all
associated with treatment ineligibility. These data suggest
that attempts to improve interferon treatment rates in a
population with alcohol problems will likely require a
multidisciplinary approach that includes substance abuse,
mental health, and medical care including receipt of
effective HIV pharmacotherapy. Furthermore, increasing

interferon treatment eligibility will require more intensive
and more efficacious management of alcohol and mental
health care than was available to this study population.
The findings of this study reveal an even more disap-

pointing state of the provision of effective HCV treatment
for patients with HIV coinfection and alcohol problems
than were previously reported, where it was estimated that
25% to 30% of HCV-positive individuals are eligible for
interferon treatment (Adeyemi et al., 2004; Falck-Ytter
et al., 2002; Fleming et al., 2003; Restrepo et al., 2005).
To add to this challenge, the impact of HCV treatment is
further limited by poor patient acceptance due to concerns
about limited treatment efficacy and adverse medication

200 HCV RNA positive 32 missing data
• 25 Child Pugh score 
• 13 CD4 cell count
• 1 suicidal ideation 

89 (53%) subjects with at least 1 absolute 
contraindication
120 absolute contraindications observed:   
• 54 heavy drinking
• 17 injection drug use with needle

sharing
• 14 decompensated liver disease 
• 17 CD 4 cell count< 100

cells/µ1
• 15 suicidal ideation

21 (12%) subjects with no
contraindication     

58 (35%) subjects with at least 1relative 
contraindication 
74 relative contraindications observed:
• 7 moderate drinking
• 9 injection drug use without needle 

sharing 
• 10 CD4 cell count 100-200 cells/µ1
• 48 depressive symptoms

N=168 

Fig. 1. Sample assessed for treatment eligibility and the reasons for treatment ineligibility.

Table 3. Characteristics of Subjects With HIV/HCV Coinfection and Current or Past Alcohol Problems Based on Eligibility for Interferon Therapy
(N 5 168a)

Characteristic

Absolute contraindication
to interferon (n 5 89)

No. (%)

Relative or no contraindication
to interferon (n 5 79)

No. (%) p Value

Male 70 (79%) 57 (72%) 0.37
Age (mean years) 42.9 45.0 0.63
Race

Black 29 (33%) 36 (46%) 0.021
White 37 (41%) 19 (24%)
Hispanic 20 (22%) 15 (19%)
Other 3 (3%) 9 (11%)

Employed 14 (16%) 12 (15%) 1.00
Homeless, past 6 mo 33 (37%) 18 (23%) 0.06
Incarcerated, past 6 mo 23 (26%) 19 (24%) 0.86
On HAARTb 48 (54%) 57 (72%) 0.02
Routine Medical Visit, past 6 mo 81 (91%) 78 (99%) 0.04
AA, past 6 mo (4weekly attendance) 38 (43%) 46 (58%) 0.04
Received SAT, past 6 moc 44 (49%) 38 (48%) 0.43
Received MHT, past 6 mod 48 (54%) 41 (52%) 0.76

a168 of the 200 HIV/HCV-infected subjects had complete data on the above characteristics.
bHAART 5 On at least 3 potent anti-retroviral medications at the time of subject interview.
cSubstance abuse treatment (SAT): At least 6 weeks in a residential facility or halfway house, and/or at least 12 visits to a substance abuse or mental

health professional and/or 30 days of day treatment or participation in a methadone program.
dMental health treatment (MHT): Seen by a mental health professional.
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effects, particularly in coinfected patients (Blackard et al.,
2004; Carrat et al., 2004; Fried et al., 2002; Hadziyannis
et al., 2004; Manns et al., 2001; Rockstroh et al., 2005;
Torriani et al., 2004).
There have been no prior studies evaluating HCV treat-

ment eligibility in patients with alcohol problems despite
the fact that more than 50% of people coinfected with
HCV and HIV have alcohol problems (Samet et al., 2004).
The importance of continued alcohol use is not only related
to its adverse effect on the progression of liver disease but
also to the observation that alcohol use is associated with
reduced response rates to interferon, an effect that can
persist even after abstinence (Edlin, 2002; Harris et al.,
2001; Hezode et al., 2003; Mochida et al., 1996; Ohnishi
et al., 1996; Okazaki et al., 1994; Poynard et al., 1997;
Safdar and Schiff, 2004; Tabone et al., 2002). For these
reasons, current guidelines recommend that abstinence
be achieved before beginning interferon therapy, especially
with HIV/HCV-coinfected patients who also have
diminished interferon response rates and more rapidly
progressive liver disease (Peters and Terrault, 2002).
Recent guidelines have included current substance abuse

and psychiatric disease as relative contraindications to
interferon therapy or have recommended that treatment
be administered on a case-by-case basis. Early studies in
the management of this population had shown that the
incidence of psychiatric problems, drug relapse, and early
discontinuation of therapy was higher in those with addic-
tion (Edlin, 2002; Fleming et al., 2003; Kraus et al., 2001;
Schaefer et al., 2004). It is clear, however, that individuals
stable on opioid replacement therapy can receive therapy
safely and effectively (Sylvestre, 2005b). For instance,
Sylvestre (2005b) reported that 78% of patients in metha-
done maintenance treatment that included counseling
completed their planned 6 to 12 months course of interfer-
on with an end-of-treatment response rate of 54%.
However, responses are lower in those with recent sub-
stance abuse and psychiatric disorders (Sylvestre, 2005a).
Backmund et al. (2001) have also reported successful treat-
ment in injection drug users using a multidisciplinary
approach including specialists in HCV therapy, medical,
mental health, and addiction care (Taylor, 2005). Success-
ful treatments in highly coordinated programs like these
are a model for larger centers with the necessary resources.
Comparable studies evaluating the effectiveness of alcohol
treatment programs on interferon treatment eligibility and
outcomes are not available. The observation in this study
that high attendance rates in AA meetings were associated
with treatment eligibility suggests that adherence to alco-
hol treatment programs may be associated with improved
interferon treatment eligibility.
As in previous studies of substance abusing populations,

we found a very high prevalence of substantial depressive
and other psychiatric symptoms (Johnson et al., 1998;
Loftis and Hauser, 2004). Psychiatric disease is associated
with a high incidence of interferon-related depression and

drug relapse (Edlin, 2002; Fleming et al., 2003; Kraus
et al., 2001). In this study, depressive symptoms were
present despite high rates of psychiatric care, suggesting
that the availability of these services was not sufficient to
mitigate HCV therapy ineligibility related to depressive
symptoms.
White race and nonreceipt of HAART were associated

with treatment ineligibility, and homelessness was of bor-
derline significance. While the impact of HAART and
homelessness might be expected, it is unclear why those of
white race may be less eligible for interferon therapy.
However, at least 2 recent studies have assessed treatment
eligibility according to race or ethnicity and both, as in this
study, have suggested that minorities had higher treatment
eligibility rates (Bini et al., 2005; Cheung et al., 2005).
This study has several limitations. The proportion of

subjects eligible for interferon therapy may have been
overestimated as a number of factors that might affect
treatment eligibility were not assessed. These include
patient acceptance of interferon, as well as a variety of
medical issues including diabetes mellitus, other autoim-
mune diseases, and significant cardiac, pulmonary, and
renal disease (Fleming et al., 2003; Restrepo et al., 2005).
Nonetheless, even if these contraindications led to reduc-
tion of our total number of eligible patients for interferon
therapy, the potential impact of substance use and mental
health would remain large. As this study is largely derived
from a single urban center, it may be less generalizable to
other populations. Both a limitation and a strength of
this study is that we used strict eligibility criteria in the
assessment of contraindications for HCV therapy. This
assessment was based upon recent guidelines, rather than
physician opinion, about individual patients. Thus, we
produced 3 categories of treatment eligibility, recognizing
that many persons deemed to have a relative contraindica-
tion to therapy could receive it in the appropriate clinical
context. It is also true that treatment eligibility is likely to
vary over time such that treatment-ineligible persons may
become eligible as their clinical and social circumstances
change.
In summary, almost half of all HCV/HIV-infected indi-

viduals with a history of alcohol problems have absolute
contraindications that make them ineligible for interferon-
based therapies; a substantial proportion have relative
contraindications based on other social and psychological
barriers. The single largest barrier to interferon therapy
was alcohol use, while illicit drug use and mental health
problems were also substantial issues. Furthermore,
these barriers were present despite the high proportion
of patients utilizing psychiatric and substance abuse treat-
ment. Improvements in interferon treatment eligibility
will likely require increased coordination of substance
abuse and psychiatric treatment with those providing
HCV and HIV clinical care, a general recommendation
endorsed by a recent IOM report (committee on
Crossing the Quality Chasm, 2006). In those patients who
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remain ineligible for interferon therapy, continued
education and support to avoid alcohol use, maintain
immune function, and select appropriate antiretroviral
agents with reduced hepatotoxicity should be emphasized
to limit liver injury. Interferon treatment eligibility should
be reviewed regularly as treatment eligibility is likely
to change over time. Addressing the important comorbidi-
ties, in particular alcohol, drug, and mental health
problems of patients coinfected with HIV and HCV,
presents an opportunity to improve the delivery of
effective HCV pharmacotherapy to this particular at-risk
population.
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BACKGROUND: Low health llteracy has been associated with worse 

adherence to antiretroviral therapy (ART) and higher HN-RNA levels. 

but these relationships have not been evaluated in longitudinal 

analyses. 

METHODS: We evaluated llteracy using the Rapid Estimate of Adult 
Literacy In Medlcme (REALM) (~6th grade, 7th to 8th grade, ~ 9th 

grade) in the HIV-Alcohol Longitudinal Cohort study of HN-infected 
persons with a history of alcohol problems, conducted from 1997 to 

200 I. We tested HN-RNA levels and administered a standardized ques
tionnaire regarding demographics, substance use, receipt of ART, and 

adherence with ART. every 6 months for up to 7 occasions. Among the 

235 subjects on ART, we investigated the relationship between literacy 

and 2 outcomes: 100% 3-day self-reported adherence and HN-RNA 

suppression « 500 copies). 

RESULTS: Subjects' literacy levels were the following: 14% ~ 6th 

grade, 29% 7th to 8th grade, and 57% ~ 9th grade. In 66% of the ob
servations (478/725), subjects reported 100% 3-day adherence with 

ART. Of the 685 HN-RNA assays from these subjects, 62% had <500 
copies. In unadjusted analyses, subjects with the lowest llteracy level 

( ~ 6th grade) had a higher odds of adherence (odds ratio [OR] 2.23, 95% 

confidence Interval 1.15 to 4.30) and HIV-RNA suppression (OR 2.01. 

95% confidence Interval 1.03 to 3.90] compared with those with ~ 9th 

grade literacy. This trend persisted but was no longer statistically sig

nificant in adjusted models of adherence (AOR 1.93, 95% confidence 

Interval 0.86 to 4.31) and HN-RNA suppression (AOR 1.70, 95% con

fidence interval 0.79 to 3.65). 

CONCLUSION: Contrary to our hypothesis. low llteracy was not asso

ciated with a lower odds of adherence or virologic suppression in this 

longitudinal analysis of HN-tnfected patients with a history of alcohol 

problems. Indeed, trends In these data suggest the possibility that low 

literacy may be associated with a higher odds of adherence and viro

logic suppression. These counterintuitive findings underscore the need 
to pursue a fuller understanding of the mechanisms by which literacy 

affects health outcomes. 

KEY WORDS: HN; adherence; health literacy; literacy. 

001: 1O,111I/j.1525-1497.2006.00527.x 
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H ealth literacy has emerged as a cross-cutting priority 
to improve the quality of health and health care in 

Amertca.J'" Medical and public health literature highlight the 
high reading demands made on people who are often in need of 
important health tnformatlon.P In addition, there is a growing 
body of literature indicating that people With limited health 
literacy have worse health status.P:" 

None oj the authors have any ronjlids oj interest to declare. 
Address correspondence and requests for reprints to Dr. Paasche-Or
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Boston, MA 02118 (e-mail: mpo@blLedu). 

Health literacy has been defined as "the degree to which 
individuals have the capacity to obtain, process, and under
stand basic health information and services needed to make 
appropriate health decisions" and includes aspects of basic 
literacy as well as vision, cognition, hearing, communication, 
navigation, and culture.P Various mechanisms linking low 
health literacy to worse health outcomes have been proposed.P 
However, as most reports have presented cross-sectional anal
yses, a mechanistic understanding of how low health literacy 
might actually cause worse health outcomes has remained 
elusive." 10 One prominent theory maintains that adherence to 
medication regimens is lower in patients With low health liter
acy." An excellent model to examine such a mechanism is in 
patients With HIV as health outcomes are likely to be particu
larly sensitive to variation in adherence. II 

While many studies have investigated determinants of 
antiretroviral therapy (ART) adherence,12-22 few authors have 
examined the role of health literacy in ART adherence among 
patients With HIV. The goal of this paper is to evaluate the role 
of literacy in longitudinal analyses of adherence and viral load 
suppression among patients With HIV. We hypothesized that 
low health literacy would be associated With worse adherence 
and less frequent viral load suppression. 

METHODS 

Study Population 

This is a longitudinal analysis evaluating data including literacy 
status, ART adherence, HIV-RNA level, and addiction severity 
from a prospective cohort ofHIV-infected patients With a history 
of alcohol problems. Between July 1997 and August 2001. we 
recruited HIV-infected subjects with a history of alcohol prob
lems in the following manner; Boston Medical Center HIV 
Diagnostic Evaluation Unit 56%; posted flyers 16%; Boston 
Medical Center Primary Care Clinic 13%; respite facility for 
homeless persons 5%; methadone clinic 4%; subject referrals 
4%; and Beth Israel Deaconess Medical Center 2%. All potential 
subjects who gave 2 or more positive responses to the CAGE 
questionnaire (Cut down, Annoyed. Guilty, Eye-opener), a 
screening test for lifetime alcohol problems, were eligible.23-25 

In addition, potential subjects were eligible if an attending phy
sician made a specific diagnosis of alcohol abuse or depend
ence,z6.27 Other entry criteria included the following: fluency in 
English or Spanish; Mini-Mental State Examination score ~ 21; 
and no plans to move from the Boston area Within 2 years.28We 
screened 474 subjects at these various sites, There were 422 
eligible subjects. of whom 349 (82.5%) provided informed con
sent and agreed to participate in the original study,z9 

A nested randomized-controlled intervention trial to 
promote ART adherence was conducted With 150 of the 349 
subjects, as depicted in Figure 1. Intervention subjects had: 
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(1) assessment and discussion of alcohol use based on stage of 
readiness for behavioral change; (2) use of a watch that served 
as a medication timer device. a practical aid to improving ad
herence; (3) counseling to promote perceived efficacy of med
ications; and (4) individualized HIV counseling and exploration 
of ways to tailor medication use to specific circumstances. 
Subjects randomized to the intervention group were scheduled 
for an initial 60-minute individual appointment (within 2 
weeks after randomization), a follow-up home visit within the 
first 3 weeks, and 2 subsequent 15- to 30-minute appoint
ments at 1 and 3 months with the nurse interventionist who 
delivered the adherence enhancement intervention.3o.31 In the 
analysis for this study, appropriate adjustments were made to 
account for trial status. The Institutional Review Boards of 
Boston Medical Center and Beth Israel Deaconess Medical 
Center approved this study. 

For the current analyses, health literacy is the primary 
independent variable of interest. Thus, subjects were excluded 
from the analysis if they did not complete the literacy assess
ment (n=ll) or if they conducted the research interview in 
Spanish (n=23), as the Rapid Estimate of Adult Literacy in 
Medicine (REALM) is an English test.32 In addition. subjects 
were excluded if they were not on ART (n=80). Consequently, 
the fmal cohort for this analysis included 235 subjects, as de
picted in Figure 1. If a subject began ART during the period of 
observation, only data collected after that point were included. 

Data Collection 

After obtaining informed consent, a research associate inter
viewed subjects using a standardized instrument to ascertain 
baseline information. We attempted to obtain CD4 cell counts 
and HIV-RNA levels on all subjects. Laboratory tests per
formed within 6 months of the interview as part of clinical 
care were recorded. If not available through routine clinical 
care, blood samples were obtained and tested for CD4 cell 
count and HIV-RNAusing the Boston Medical Center Clinical 
Laboratory. Research interviews and data collection were 
conducted every 6 months for up to 7 occasions. 

3 excluded 
due to no 
REALM data 

II excluded 
due to no 

REALMdala 

1SOrandomized in 
nested adherence trial 

100 excluded 
(20 due to no 
REALM data 

235 Analytic Cohort for primary analysis 

199 not randomized in 
nested trial 

80 excludeddo 
to not on ART) 

FIGURE 1. Sampling cascade for the analytic cohort. 

Outcome Variables 

The outcome variables of interest were (1) 3-day ART adher
ence (100% adherent vs < 100% adherent) and (2) viral load 
suppression « 500 vs ~ 500 copies/mL). Adherence was de
termined with the AIDS Clinical Trials Group Adherence In
strument, a self-reported questionnaire that was modified to 
evaluate 3-day. as opposed to 2-day, ART adherence.P" Pa
tients reported the names of the antiretroviral medications. as 
well as the number of doses and the total number of pills pre
scribed daily. We defmed adherence as a dichotomous varia
ble, in which patients who were < 100% adherent during the 
previous 3 days were considered nonadherent. 12.30 Measure
ment of HIV-RNA was performed using branched-chain DNA 
techniques.i'" The threshold for detection at the time of the 
study was 500copies/mL; viral load suppression was defined 
as having an undetectable HIV-RNA. In secondary analyses, 
we used 30-day self-reported ART adherence (~ 95% adherent 
vs <95%, adherent) as an alternate measure. 

Primary Independent Variables 

Our measure for health literacy was the 66-word REALM.32 

This is a 2 to 3-minute English test of medically relevant vo
cabulary. The REALMis a valid test of word pronunciation and 
has been shown to correlate well with tests that evaluate 
a range of literacy skills.35 Three categories of literacy were 
defined based on the REALM: literacy levels of 6th grade and 
below (REALM score 0 to 44), 7th to 8th grades (REALM score 
45 to 60). and 9th grade and above (REALMscore 61 to 66). 

Other Independent Variables 

Other specific variables assessed included: gender, age. race 
(black, white, or other-the latter subjects were mostly His
panic), severity of alcohol and drug dependence as measured 
by the Addiction Severity Index (ASI alcohol and ASI drug),36 
drank to intoxication in the past 30 days, injected drugs in the 
past 6 months, level of education. complexity of medication 
regimen. hornelessness, and randomization group. Level of ed
ucation was used as a dichotomous variable representing 
whether a subject had a high school diploma or general equiv
alency degree (GED) versus neither. The complexity of the 
medication regimen was categorized as low (2 to 4doses/d). 
moderate (5 to 6doses/d), or high (7 to 10 doses/d). Home
lessness was defmed as having spent at least 1 night either on 
the street or in a shelter in the 6 months before the intervtew.P" 

Analysis 

Bivariate analyses of baseline data were performed to assess 
the associations between various subject characteristics and 
literacy. Subject characteristics were compared across literacy 
groups using the '1..2 test for categorical variables and the non
parametric Kruskal-Wallis test for continuous variables. Sep
arate longitudinal logistic regression models were constructed 
to examine the association between literacy and each outcome 
(ART adherence and HIV-RNA suppression) over time. A gen
eralized estimating equations (GEE) approach using an inde
pendence working correlation matrix was used to account for 
correlation due to analyzing repeated measures from the same 
subject over time. and empirical standard errors were used for 
all analyses.i'" Multivariable analyses were conducted in the 
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following sequence: first, gender, race, age, education, drank 
to intoxication in the past 30 days, injected drugs in the past 6 
months, homelessness, and randomization group were en
tered as covariates: then, the complexity of the medication 
regimen was added to the model. Models examining HIV-RNA 
suppression also adjusted for current ART adherence. In ad
dition, we conducted 2 sensitivity analyses to evaluate the sta
bility of our findings for HIV RNA suppression. First, the 
number of observations included in the analysis was expand
ed to include instances of discontinuation, i.e., observations 
where a subject who had been on ART was no longer in receipt 
of ART. Then, we expanded the analytic cohort to include sub
jects who had a clinical indication for ART but were not in 
receipt of ART. All analyses were carried out using SAS (SAS 
Version 8.2, SAS Institute Inc., Cary, NC). 

RESULTS 
A total of235 subjects contributing 725 observations (average 
3.1 observations/subject) were included in the current analy
ses. The distribution of literacy was: 14% ~ 6th grade, 29% 
7th to 8th grade, and 57% 2:9th grade. In bivariate analyses, 
higher level of education and being white were associated with 
higher literacy. Baseline subject characteristics are described 
in Table 1. 

Adherence 

Among the 725 observations, 100% 3-day adherence was re
corded in 478 (66%). In an unadjusted analysis, low i!teracy 
was associated with an increased odds of adherence (OR 2.23 
for low vs high literacy level. 95% confidence interval [CII 1.15 
to 4.30). Although not statistically significant, in longitudinal 
logistic regression models (Table 2), the inverse trend re
mained between literacy and the odds of adherence. Factors 

negatively associated with adherence in both Adherence Model 
1 and Adherence Model 2 (which includes the complexity of the 
regimen) were having drunk to intoxication in the past 30 days 
(Model 2: AOR 0.32,95% CI 0.21 to 0.48) and injected drugs in 
the past 6 months (Model 2: AOR 0.26, 95% CI 0.15 to 0.4). 
Having a less complex medication regimen was associated with 
a higher odds of adherence (AOR 1.96 for :0:;4 doses/d 
compared with 7 to 10 dosea/d: 95% CI 1.08 to 3.58). All 
findings for 30-day adherence were consistent with the 3-day 
adherence results. 

HIV-RNA Suppression 

Among the 685 HIV-RNA tests, suppression was recorded in 
422 (62%). In an unadjusted analysis, the odds of HIV
RNA suppression was higher for those with low literacy com
pared with those with high literacy (OR 2.01 for low vs 
high literacy level. 95% CI 1.03 to 3.90). Although not statis
tically significant, in longitudinal logistic regression models 
crable 3), the inverse trend remained between literacy and 
the odds of HIV-RNA suppression. Medication adherence 
was the only variable that was consistently associated with 
HIV-RNA suppression (Model 3: AOR 1.80: 95% CI 1.20 
to 2.69). 

Sensitivity Analysis 

In the first sensitivity analysis, we added 101 observations 
(subjects who had been on ART but who were off ART at a 
subsequent study visit). In the second sensitivity analysis, we 
further expanded the analytic cohort to include all observa
tions from subjects for whom ART was clinically indicated 
(CD4 count :0:; 350). This resulted in a sample of 266 subjects 
with 879 observations, an increase of 31 subjects and 53 
observations. The analyses conducted on these expanded 

Table I. Characteristics of SUbjects In the Analytic Dataset: Members of the HIV-ALC (HIV-Infected Persons with a History of Alcohol Problems) 
with a Clinical Indication for Antiretroviral Therapy (N=266) 

Characteristics, N (%) ~ 6th grade: 32 (14) 7th to 8th grade: 69 (29) ~ 9th grade: 134 (57) Total: 235 

Age In y (median [IQRll 41 [7J 42 [12] 42 [9) 42[9J 
Female 7 (22) 14 (20) 28 (21) 49 (21) 
Ethnlclty 

Black 24 (75) 40 (58) 41 (32) 105 (45) 
White 2 (6) 15 (22) 73 (54) 90 (38) 
Other 6 (19) 14 (20) 20 (15) 40 (17) 

Homeless, y 7 (22) 24 (35) 24 (18) 55 (23) 
High school graduate or equivalent degree, y 6 (19) 43 (62) 100 (75) 149 (63) 
Nested adherence trtal status 

Not In nested trial 13 (41) 23 [33) 63 (47) 99 (42) 
Intervention subject In nested trial 6 (19) 24 (35) 41 (31) 71'(30) 
Control subject in nested tI1al 13 (41) 22 (32) 30 (22) 65 (28) 

Viral load suppressed at baseline visit, y 20 (63) 37 (58) 78 (61) 135 (60) 
Alcohol consumption (median drmks /d [IQRll 4{4] 6 [19J 5 [6] 619] 
Drank to intoxication In the past 30 d 6 (19) 24(35) 47 (35) 77 (33) 
Injected drugs In the past 6mo 2 [6) 11 (16) 31 (23) 44 (19) 
Mean ASI alcohol score (median [IQRll 0.1 [0.3] 0.1 [0.3] 0.1 [0.3] 0.110.3J 
Mean ASI drug score (median [IQRll 0.1 [0.21 0.1 [0.2] 0.1 [0.2] 0.1 (0.2] 
100% 3-d adherence at baseline 22 (69) 43 (63) 83 (62) 148 (64) 
Complexity of ART regimen at baseline 

2 to 4doses/d 18 (56) 39 (57) 58 (44) 115 (49) 
5 to 6 doses/d 7 (22) 22 (32) 49 (37) 78 (33) 
7 to 10 doses/d 7 (22) 7 (10) 26 (20) 40 (17) 

P < .05 indicated by bold text. 
ALe. alcohol longitudinal cohort; ART. antiretroviral therapy; ASI. addiction severity index; IQR. interquartile range. 
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Table 2, Longitudinal Relationship Between Literacy and ARTAdherence 

Literacy Level Unadjusted Odds Ratios<95% Cil Adjusted Odds Ratios(95%Cil 

Modell· Model2t 

:-:; 6th grade 2,23 (1.15 to 4,30) 1.90 (0.84 to 4.30) 1.93 (0.86 to 4.31) 
7th to 8th grade 1.26 (0.76 to 2.08) 1.33 (0.79 to 2.24) 1.29 (0.77 to 2.19) 
?9th grade 1 1 1 

• Modell includes: gender. age. education. randomization group. ethni£ity, homeless status. drank to intoxication in the past 30 clays. and injected drugs 
in the past 6 months. 
tModel 2 includes: model I (gender. age. education. randomization group. ethnicity. homeless status. drank to intoxication in the past 30 days. injected 
drugs in the past 6 months)+complexity ojregimen. 
P< .05 indi£ated by bold text. 
CI. confidence interval. 

samples produced results that were similar to the flndtngs 
from the primary analyses. 

DISCUSSION 
We evaluated the role of health literacy in ART adherence and 
HIV-RNAsuppression in a 36-month prospective cohort study 
of HIV-infected patients with a history of alcohol problems. 
Contrary to our hypotheses, in unadjusted analyses. the odds 
of ART adherence and HIV-RNA suppression were higher in 
those with lower literacy. Such trends were noted even after 
adjusting for gender, age. education. ethnicity, homeless sta
tus. drinking to intoxication in the past 30 days. injecting 
drugs in the past 6 months, participation in an adherence
promoting intervention, and the complexity of the medication 
regimen, although in adjusted models these findings were not 
statistically significant. 

Our findings run counter to a common hypothesis in the 
health literacy ltterature.?" Indeed. the Institute of Medicine 
report on health literacy is called "Health Literacy: A Prescrip
tion to End Confusion." evoking the importance of medication 
adherence as a link between low literacy and worse health 
outcomes.i' However, evidence about the effects of health lit
eracy on adherence has been mixed. The Agency for Health
care Research and Quality evidence report on Literacy and 
Health Outcomes identified 3 studies evaluating the relation
ship between literacy and medication adherence and 2 of these 
did not support such an association. 7

•
2 0 

,40 ,4 1 Two additional 
studies have subsequently reported the association between 
low literacy and low adherence to preoperative medication 
tnstructions''" and medications for cardiovascular dtseases.f" 

The 1 prior longitudinal evaluation of health literacy 
in a cohort of HIV-infected subjects focused exclusively on 
adherence: Golin et al.?" followed patients starting on a 
new ART regimen for 48 weeks. In their cohort, low health lit
eracy was associated with poor ART knowledge 8 weeks after 
initiation of an ART regimen; however, at 48 weeks there 
was no association between literacy and adherence.P? 
This suggests that low health literacy may be a barrier to ad
herence early in the course of treatment, but that familiarity 
with a stable care plan could mitigate such an influence over 
time. 

In a series of cross-sectional reports on 3 cohorts of pa
tients with HIV in Atlanta. Georgia, Kalichman et al. 4 0 

,4 5-47 

reported the association between low health literacy and a 
lower level of knowledge about HIV, worse ART adherence, 
lower CD4 cell counts, and higher viral loads. However, Wolf 
et al. reported no association between health literacy and ART 
adherence in a cohort of patients in a Southern U.S. HIV clinic. 
and van Servellen et al. described no association between 
health literacy and ART adherence in the setting of an inter
vention program for Latino men and women.4 8-50 

Why might low literate patients in our study have been 
more adherent to ART and have better HIV-RNAsuppression 
than those with higher literacy? The current cohort was dif
ferent from previously analyzed populations in important 
ways. Unlike patients in the study by Golin et al., subjects in 
the current study were not recruited at the time of ART initi
ation. Whereas Kalichman et al. recruited subjects from com
munity outreach venues, the current cohort was recruited in 
medical settings among people with alcohol problems. Possi
bly, the resilience requtred for low literate subjects to access 
care and participate in this longitudinal study resulted in a 

Table 3. Longitudinal Relationship Between Literacy and HIV-RNA Suppression 

Literacy Level Unadjusted Odds Ratios(95%Cil Adjusted Odds Ratios<95% Cil 

Modell· Model3t 

6th grade 2.01 (1.03,3.90) 1.85 (0.87.3.94) 1.72 (0.81.3.69) 1.70 (0.79,3.65) 
7th to 8th grade 1.28 (0.79,2.09) 1.30 (0.77,2.20) 1.28 (0.75,2.16) 1.29 (0.77,2.18) 
?9th grade 1 1 1 

•Modell includes: gender. age, education. randomization group, ethniciu], homeless status, drank to intoxication in the past 30 days, and irJjected drugs
 
in the past 6 months.
 
tModel 2 includes: Model I (gender. age, education, randomization group. ethni£ity. homeless status, drank to intoxication in the past 30 days, and
 
injected drugs in the past 6 months}+medi£ation adherence.
 
tModel3 includes: Model 2 (gender. age. education. randomization group, ethniciu], homeless status, drank to intoxication in the past 30 days, and
 
injected drugs in the past 6 months. and medi£ation adherence)+ complexity oj regimen.
 
P< .05 indi£ated by bold text.
 
CI, confidence interval.
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selection bias toward low literate subjects with higher levels of 
adherence. While this is a possible contributing factor. it is 
important to note that other variables in the analyses operated 
as expected (e.g.. a less complex drug regimen was associated 
with better adherence, and having drunk to intoxication in the 
past 30 days was associated with worse adherence). 17. 19.51 

It is also possible that patients with low literacy may have 
difficulty acquiring the self-management skills required for a 
new drug regimen, but once in a therapeutic steady state may 
actually follow directions more readily than those with higher 
literacy. Low literacy has been linked with low self-efficacy. 
which has been identified as a risk factor for worse adher
ence.P" However. it is also possible that patients with higher 
levels of self-management efficacy may be predisposed to 
worse adherence, as may have been the case for the higher 
literacy subjects in this study.53.54 An example of how this 
could occur would be if higher literacy subjects felt they could 
adjust medications due to perceived side effects without con
ferring with a health provider. Future analyses to evaluate po
tential mediators such as aspects of self-efficacy. knowledge, 
and understanding will be important to elucidate the causal 
pathways for the varied flndlngs on the association between 
literacy and adherence. 

This study has several limitations. First. adherence was 
evaluated by self-report. Although self-reported adherence 
typically correlates with other measures of adherence. other 
forms of adherence evaluations were not conducted.55.56 An 

additional adherence variable (30-day self-report) was evalu
ated in this study. but these results were not significantly dif
ferent from those in our primary analyses. Also. self-reported 
adherence was a significant, independent predictor of viral 
suppression in our study, which provides a measure of validity 
for this assessment. Second, adherence measures have not 
been specifically validated for use with subjects who have low 
health literacy. While it is possible that systematic bias could 
be introduced as a result. the central flndtngs were concordant 
with models of HIV-RNAsuppression, an outcome that is not 
susceptible to such bias. Third, it is possible that the results 
are because of important factors or interactions not introduced 
into regression models. It is unlikely. however. that residual 
confounding plays a significant role in these analyses as the 
parameter estimates and trends remained remarkably stable 
across all models. Fourth, health literacy was defined by the 
66-word REALM, which is merely a word pronunciation test. 
While the REALMis the most commonly used tool to measure 
literacy in the medical literature and correlates well with other 
established health literacy and basic literacy instruments 
(r=.84 to .97). a more comprehensive test of health literacy 
might have provided different results.4.7 Fifth. HIV-RNAlevels 
used in this analysis and assessment of adherence were not 
conducted concurrently. While this is not an optimal approach 
to evaluating the relationship between adherence and HIV
RNA suppression, adherence data likely reflect subjects' 
general behavior. Sixth. the generalizability of these findings 
may be limited owing to the fact that the cohort includes pa
tients with a history of alcohol problems. Finally. it is possible 
that the SUbjects with low literacy may have received addition
al support in some fashion because of recognition of their 
vulnerability. While this is possible, the clinical staff was not 
informed of the subjects' health literacy status and providers 
do not readily discern which of their patients have low health 
literacy. 57.58 

CONCLUSION
 

Contrary to our hypothesis and prior observational reports. in 
this longitudinal cohort ofHIV-infected patients with a history 
of alcohol problems, subjects with low health literacy had a 
consistent trend toward higher odds of adherence and virologic 
suppression. Although these trends were not statistically 
significant in all analyses. the counterintuitive findings pre
sented in this paper underscore the need to pursue a fuller 
understanding of the mechanisms by which literacy affects 
health outcomes. 
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L imited literacy has been shown to be associated with poor 
health in a wide vartety of settings. and is particularly 

prevalent among the elderly. minorities. those with lower levels 
of educational attainment. and those with chronic disease. 1 

The literacy and health literature calls attention to the ways in 
which the current health care system is inadequate. not only 
for the estimated 90 million V.S. adults with limited literacy. 
but for most users of the system. The implications of limited 
literacy should be understood as a challenge to the basic 
Justice of a health care system organized for the most highly 
educated and powerful members of our SOCiety. 

The National Institutes of Health have defmed health 
literacy as the "degree to which individuals have the capacity 
to obtain. process and understand basic health information 
and services needed to make appropriate health decisions. ,,2.3 

According to this definition, health literacy relates to both the 
cognitive and functional skills a person has to make health
related decisions. This defmition is problematic from a number 
of perspectives. While an individual's health literacy is likely to 
be associated with their literacy level, as suggested by the ar
ticle by Fang et al. 4 in this issue, we believe that an individual's 
level of health literacy is not a fixed characteristic. and that it 
should not be defmed only via an evaluation of an individual's 
skills. Rather. health literacy reflects the contextual demands 
placed on the individual by (a) their specillc clinical condition 
and associated health care decisions, (h) the communication 
characteristics of the dominant medical culture. (c) the struc
ture and function of clinical services that assume limitless 
health literacy and require self-advocacy and vigilance. and (d) 
the emphasis that society (fueled by a health consumer-ori
ented marketplace) places on individual. rather than ecologi
cal, determinants of health. As such. at a minimum. when we 
conceptualize health literacy. we consider not only a patient's 
literacy and numeracy skills but also the complexity of the 
tasks required. the accessibility of the health care workforce 
for the target populations. the preparedness of this health care 
workforce to engage productively with the patient. and the fea
tures of the health care system and communities in which 
care-giving and self-management support take place. 

None of the authors have any conflict of tnierest to declare. 
Address correspondence and requests for reprints to Dr. Paasche

Orlow: Section of Genernl Internal MediJ::ine. Department of MediJ::tne. 
Boston University School ofMediJ::ine. 91 East Concord Street. Suite-200. 
Boston. MA 02118 (e-mail: mpo@bu.edu). 

884 

The Institute of Medicine has identified health literacy as 
a national priortty area for transforming health care quality. 5 

How will this occur? A fundamental reevaluation of health care 
in America is warranted. The goal of this paper is to shift the 
focus of inquiry and analysis from the patient to the system. 
We offer 3 overarching pnnctples to gutde needed adaptations 
to health care. Our suggestions reflect changes to the organ
ization and delivery of health care based on an integration of 
emerging research fmdings related to literacy and the Care 
Model. 6 Such changes could ameliorate not only the health 
effects of ltrnlted literacy. but improve the overall quality ofV.S. 
health care and engender a more "health literate" soctety.":" 

FIRST PRINCIPLE: PROMOTE PRODUCTIVE
 
INTERACTIONS
 

Exercise Universal Precautions to Assure 
Comprehension 

Over 300 studies have demonstrated that most patient edu
cation materials. explanations of health services and benefits. 
and documents that purport to advance patients' rights are 
incomprehensible to a signiflcant portion of the patients we 
serve. However. in the current paradigm. limited literacy is 
considered to be the exception to the rule. We advocate that a 
process of conflrming comprehension should be the standard 
in clinical care, and a basic universal precaution embedded 
into practice at multiple levels, using multiple methods. For 
example. to confirm that patients understand their medication 
regimens. clinicians should ask patients how they plan to take 
their medications. If a patient does not understand. the clini
cian can tailor teaching and reassess comprehension until the 
patient has exhibited mastery (teach-to-goal). This iterative 
"teach-back" and "teach-to-goal" approach attends to a wide 
range of factors (e.g., literacy. anxiety. culture. distracting 
symptoms) that can influence a patient's understanding. and 
has been endorsed as a patient safety standard to improve 
informed consent by the National Quality Forum." While the 
article by Fang et al." in this issue raises serious questions as 
to the extent of informed decision making for those with limited 
literacy undergoing long-term anticoagulation with warfarin. 
the article by Sudore et al. 10 illustrates the potential benefits of 
embedding an iterative educational practice into decision
making processes in health care. 

Improve Providers' Communication Capacities 

Patients with limited literacy. when compared with those with 
adequate literacy. more often report that their doctors use 
words they do not understand. speak too fast, do not provide 
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enough information about medical conditions. and fail to 
make certain that they understand their health problems. 11 
Similarly. limited literacy has been associated with more dis
trust of providers. pessimism about treatment. lower satisfac

12.13 tion. and a worse assessment of the quality of care.
Providers tend to be unaware of their patients' limited litera
cy.14.15 but screening for limited literacy does not appear. in 
and of itself. to facilitate successful communtcauon.J" To do 
so. providers need to (1) learn a set of communication skills. 
including how to convey empathy. promote trust. and encour
age dialogue. how to elicit patient questions. and how to con
firm comprehension and tailor education; (2) be imbued with a 
set of attitudes that can foster productive relationships and 
therapeutic alliances; and (3) be provided with system-level 
supports. including time. tools. and incentives. that enable 
them to utilize these skills. Given the growing racial. ethnic. 
and linguistic diversity of patient populations. there is also 
an urgent need to increase the diversity of the health care 
workforce and to expand the responsibilities of mid-level 
practitioners and community health workers. 

Develop Communication Technology Platforms 
and Implement Models to Promote MeaningfUl 
Communication 

Communication about complex ideas can be facilitated by 
pictures, video. multimedia. and other decision aids. 17-21 

Technological support for patient education and collaborative 
goal setting has begun to proliferate. However. to capitalize on 
the potential role that such media have in engaging patients 
with limited literacy. prototypes need to be developed and eval
uated. Several promising interactive education technology 
platforms that customize content according to the patient's 
responses and provide information to patients and providers 
(e.g .. automated phone systems. touch screens. and embodied 
conversational agents) are emerging and are being tested in 
clinical studies.22.23 How to integrate these technologies into 
clinical care to ensure broad reach remains a critical question. 

SECOND PRINCIPLE: ADDRESS THE ORGANIZATION 
OF HEALTH CARE 

Make Patient-Centered Care a System Property 

High-quality medical care integrates evidence-based clinical 
care with a patient-centered orientation. A patient-centered 
orientation for health care is one that; (1) includes preactiva
tion to prepare patients and tailor appropriate messages; (2) 

prtorttizes collaborative goal-setting and relationship-centered 
care durtng the visit; (3) delivers postvisit reinforcements and 
follow-up services for both cognitive and behavioral outcomes; 
(4) offers proactive surveillance during the intervisit period to 
identify unanticipated changes in health trajectory or access 
difficulties; and (5) broadens the array of available self-man
agement support strategies. The systematic delivery of these 
steps requires more than a motivated clinician; it requires a 
redesigned care system as described by the Care Mode1.24 A 
growing body of literature suggests that tailored implementa
tion of elements of the Care Model can disproportionately 
benefit those with limited literac~5.26; however. only a very 
small proportion of patients with limited literacy have access 
to such programs. 

Additional technological opportunities in areas such as 
electronic messaging. internet-based personal health records. 
and biometric sensing may be able to further advance patient
centered care by providing opportunities for portable records 
and bidirectional data. However. such efforts will remain tools 
for the digerati unless the interface systems are simplified and 
proven to be useful for both patients with limited literacy and 
their providers. and usable in the actual care setting. Ulti
mately. there should be many options for self-management 
support. so that we move from a one-size-fits-all approach to 
one that enables patients and providers to select which is best 
for them. As described above. expanding the roles and respon
sibilities of mid-level and community health workers can also 
reap health dividends. 

Streamline, Simplify, and Standardize 

There is a tremendous need to simplify and standardize how 
patients access and utilize the U.S. health system. This is rel
evant across a range of processes including applications for 
publicly financed health insurance, understanding of patients' 
rights and end-of-life decision making. health-plan benefits. 
pharmacy formularies. and self-management support re
sources. Patients at every education level will benefit from a 
reduction of paperwork, plain and simple communication. and 
standardized processes. Satisfaction. comprehension, and re
tention of information are enhanced for all patients when they 
are presented with plain language materials. The current 
financing structure of our health system and the increasing 
focus on patient "choice" ill health plans and benefits as a 
means to control costs are likely to increase the complexity of 
health care. Davis et al.27 in the current issue. present alarm
ing data regarding comprehension of the most common pre
scription warning labels and. in their discussion. note the 
absence of a standardized system of warning labels in the 
United States. 

Develop Structures. Incentives, and 
Reinforcements to Meet Quality Targets for 
Vulnerable Populetlons 

In an editorial in this issue. Parker and Kindig28 discuss the 
ongoing need for research to advance the cause of patients 
with limited health literacy. We agree. However. an important 
reason for why many of the ideas listed above have not become 
standard of care is that there are few fmancial incentives. Pro
viders and systems should be rewarded for investing in tech
nologies to support patient education and self-management. 
and for engaging their patients in the use of these system sup
ports. Currently. financial and time pressures act as disincen
tives to some of the basic activities and structures needed for 
patients with limited literacy. While there has been interest 
among payers. purchasers. and policy makers in having 
quality improvement driven by financial incentives, current 
pay-for-performance contracts do not promote health literacy
related processes, such as reducing rates of discrepancies in 
medication regimens. promoting patient activation. or estab
lishing collaborative behavioral action plans. Projects that 
target quality indicators such as hemoglobin Al C testing have 
not been shown to improve outcomes.r" While the typical pay
for-performance arrangement is for health providers to receive 
bonuses for meeting or exceeding such targets. there is little 
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evidence that this leads to quality improvement and some 
evidence to suggest that it directs resources to providers with 
higher performance at baseline.30 

.
3 1 Given the concentration of 

patients with limited literacy in underresourced, public sector 
delivery systems, financial incentives need to be designed to 
"level the playing field" and promote the types of collaborative 
health care teams and system redesign needed to address the 
needs of vulnerable populations. One benefit of financial incen
tives is that, regardless of the effect on quality, they do seem to 
spur infrastructure mvestments.V However, to ensure that in
frastructural improvements (e.g., registries or other information 
technology help, self-management resources] can benefit those 
with limited health literacy, resources, and incentives need to 
be allocated specifically to health care settings that care for a 
disproportionate share of vulnerable populations. 

There is an urgent need to develop complementary quality 
metrics that can serve as markers for health literacy-related 
quality of care. Careful attention needs to ensure that measures 
of patient experience, routinely used in performance assess
ment, adequately capture the perspective of patients with lim
ited literacy. For example, the Consumer Assessment of Health 
Providers and Systems (CAHPS) is typically administered as a 
mailed survey, and the contribution of limited literacy to re
sponse bias has not been evaluated.V' Current efforts on the 
part of the Joint Commission and the National Quality Forum to 
integrate the issue of literacy in their safety and quality initia

34 tives provide hopeful harbingers of needed attention.9. 

THIRD PRINCIPLE: EMBRACE A COMMUNITY-LEVEL, 
ECOLOGICAL PERSPECTIVE 

Develop Intervention Models that Acknowledge 
the Multilevel Nature Of Vulnerability 

Most researchers have attempted to isolate the independent 
effects oflimited literacy on health care quality. Based on such 
work, several have suggested pathways by which limited 
health literacy may lead to worse outcomes.3

5-40 While logical 
from a biomedical perspective, this reductionism does not ac
knowledge the mutuality of various biopsychosocial, econom
ic, environmental, and cultural factors influencing health and 
health care for those with limited literacy. In the current issue, 
Sentell and Halpin4 1 provide evidence that limited literacy 
contributes to racial and ethnic health disparities. Vulnerabil 
ities such as limited literacy often coexist and interact with 
other social vulnerabilities, at both the individual and com
munity level, and successful intervention efforts often need to 
attend to an array of influences on peoples' lives. In another 
project reported in this issue, Weiss et al. 42 referred patients 
with depression and limited literacy to a community-based 
adult literacy program and demonstrated that adult basic 
education is an effective adjuvant therapy to depression care. 
These studies provide examples of the interrelationships 
between social vulnerabilities, with important implications 
for the design of future interventions. 

Advocate for, and Develop More Robust, 
Independent, and Trusted Public Health 
Communication Voice(s) 

Current "independent" sources of health information include 
the doctor or office staff, health plan. family and friends, and 

government agencies. However, a broad array of "non-inde
pendent," far-reaching, and often competing health commu
nication channels now exist, including coverage of health 
issues in the mass media, direct-to-consumer prescription 
drug advertising, health consumer industry advertising, inter
net sources. and entertainment television, often in the form of 
health-related "reality" programming. These charmels are in
creasingly influencing the public's awareness of health issues, 
redefining what is health and illness, shaping consumers' ex
pectations of health and their demands on the health care sys
tem, and narrowing public opinion regarding the attribution of 
and solutions to common health problems to the level of the 
individual. While the social marketing techniques used by the 
private sector are extremely effective in influencing public 
opinion and creating demand for services, there is evidence 
that such messages may have disproportionate uptake among 
those with lower educational attainment.t" It is apparent that, 
in the midst of this cacophony of voices, there is an urgent 
need to develop effective, reliable, and objective voices for 
health communication messages that can be delivered at 
home, at work, at school, and in the community. 

CONCLUSION 

The growing literacy and health literature calls attention to the 
ways in which the U.S. health care system is inadequate and 
even unjust, not only for the estimated 90 million U.S. adults 
with limited literacy. but for many other users of the system. 
We have presented 3 overarching principles for health system 
transformation that focus on promoting productive interac
tions between patients and providers, reorganizing health care 
delivery. and embracing a community level and ecological 
perspective. We believe that instituting such changes could 
improve the quality of care not only for patients with limited 
literacy, but for all health care consumers, and could contri 
bute to the development of a more "health literate" society. 

Dr. Schillinger was supported by NIH Clinical Scientist Award 
K23RR 16539-D4. 
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Abstract 

We examined the association of substance abuse treatment with access to liver specialty care among 231 persons coinfected with HlVand 
hepatitis C virus (HCV) with a history of alcohol problems who were recruited and followed up in the HlV-Longitudinal Interrelationships of 
Viruses and Ethanol cohort study from 2001 to 2004. Variables regarding demographics, substance use, health service use, clinical variables, 
and substance abuse treatment were from a standardized research questionnaire administered biannually. We defined substance abuse 
treatment services as any of the following in the previous 6 months: 12 weeks in a halfway house or residential facility, 12 visits to a 
substance abuse counselor or mental health professional, day treatment for at least 30 days, or any participation in a methadone maintenance 
program. Liver specialty care was defined as a visit to a liver doctor, a hepatologist, or a specialist in treating hepatitis C in the past 6 months. 
At study entry, most of the 231 subjects (89%, n = 205) had seen a primary care physician, 50% had been exposed to substance abuse 
treatment, and 50 subjects (22%) had received liver specialty care. An additional 33 subjects (14%) reported receiving liver specialty care 
during the follow-up period. In the multivariable model, we observed a clinically important although not statistically significant association . 
between having been in substance abuse treatment and receiving liver specialty care (adjusted odds ratio = 1.38; 95% confidence interval = 
0.9-2.11). Substance abuse treatment systems should give attention to the need of patients to receive care for prevalent treatabLe 
diseases such as HIVIHCV coinfection and facilitate its medical care to improve the quality of care for individuals with substance use 
disorders. The data illustrate the need for clinical care models that give explicit attention to the coordination of primary health care 
with addiction and hepatitis C specialty care while providing ongoing support to engage and retain these patients with complex health 
needs. to 2006 Elsevier Inc. All rights reserved. 

Keywords: Substance abuse; Hepatitis C virus; Liver specialty care; Substance abuse treatment 

1. Introduction 

The prevalence of hepatitis C virus (HCY) among 
injection drug users with HIV infection is close to 90%• Corresponding author. 620B-I081 Burrard Street, Vancouver, Be, 
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(Sulkowski, Mast, Seeff, & Thomas, 2000), and a meta
analysis estimated that the risk of cirrhosis due to HN 
coinfection is twofold (Graham et al., 2001). As HN 
becomes a chronic disease due to the success of highly 
active antiretroviral therapy (Hogg et al., 1999; Palella et al., 
1998), HCV liver disease is increasingly becoming a 
significant cause of morbidity and death among these 
individuals (Bica et a1., 2001; Clanon, Mueller, & Harank, 
2005; Monga et al., 2001). The current standard of care for 
chronic HCV infection is pegylated interferon and ribavirin, 
which can achieve sustained viral response of approximately 
42-82%, depending on genotype. This is a substantial 
improvement over previous interferon monotherapy 
response rates of 6-20% (Desmond et a1., 2006; National 
Institutes of Health [NIH], 2002). Unfortunately, the treat
ment given to persons coinfected with HNIHCV is less 
effective (17-83%) at this time, but optimism about 
therapeutic options is warranted (Chung et a1., 2004; 
Perez-Olmeda et al., 2003; Sulkowski, 2006). Because 
HCV treatment requires extensive evaluation and monitor
ing (Sulkowski, 2006), it is typically provided by specialists 
after primary care physician referral. 

Active drug and alcohol use may pose challenges 
regarding the access to and the provision of HCV specialty 
care for individuals coinfected with HNIHCV (Edlin et a1., 
2001). Heavy alcohol use is particularly harmful in the 
setting of chronic HCV infection, and it has been shown to 
reduce the success of HCV treatment (Corrao & Arico, 
1998; Pessione et al., 1998; Thomas et al., 2000). In 
one study of patients infected with HCV in an opiate 
dependence treatment program, only 30% had been eval
uated for HCV treatment and 34% were aware of HCV 
treatment underscoring the limited understanding of their 
disease and HCV treatment options (Walley, White, Kushel, 
Song, & Tulsky, 2005). 

The 2002 Nlli Consensus Statement on HCV infection 
recommended increased availability of HCV treatment to 

.patients with high likelihood of acquiring or spreading this 
disease, such as injection drug users (NIH, 2002), but 
translating this to improved delivery of treatment is 
challenging. There has been increasing attention to 
HCV prevention and treatment among drug treatment 
programs, given the high prevalence among their clientele 
(Astone, Strauss, Hagan, & Jarlais, 2004; Munoz-Plaza, 
Strauss, Astone, Jarlais, & Hagan, 2004; Vassilev, Strauss, 
Astone, Friedmann, & Jarlais, 2004). From an overall health 
care management perspective, primary care providers may 
view patients coinfected with HIVIHCV with alcohol 
problems who are actively participating in substance abuse 
treatment as having their addiction issues addressed and, 
thus, more likely to be able to tolerate the HCV therapy and 
adhere to the close monitoring. This, in tum, may result in 
primary care physicians being more likely to refer such 
individuals to liver specialty care. 

However, it is not clear whether HCV infection, a 
consequence of injection drug use, is effectively integrated 

into substance abuse treatment programs. To explore this 
issue, we tested the following hypothesis in an observational 
cohort of persons coinfected with HIVIHCV who have 
alcohol problems, most ofwhom with existing primary care: 
Participation in substance abuse treatment improves the 
likelihood of being evaluated by liver specialty care 
providers. In assessing this association of substance abuse 
treatment with one measure of desired quality health care 
(i.e., attention to HOV infection), we sought evidence of 
effective current collaboration of addiction treatment and 
general medical care. 

2. Materials and methods 

2.1. Study design and population 

We analyzed data from participants of the Hlv-Longi
tudinal Interrelationships of Viruses and Ethanol (LIVE) 
prospective cohort, which is an observational study of 
persons with HIV infection who have alcohol problems. 
Patients who were infected with HN and had a history of 
alcohol problems were identified by explicit eligibility 
criteria: a documented HIV antibody by ELISA confmned 
by Western blot; two or more affirmative responses to the 
Cut Down, Annoyed, Guilty, and Eye Opener (CAGE) 
alcohol screening questionnaire for lifetime alcohol abuse or 
dependence (Buchsbaum, Buchanan, Centor, Schnoll, & 
Lawton, 1991) or coinvestigator physician diagnosis of an 
alcohol disorder; ability to speak English or Spanish; and at 
least one contact person who was likely to know their 
whereabouts. The only exclusion criterion was a score of 
<21 on the 30-item Folstein Mini-Mental State Examination 
(Folstein, Folstein, & McHugh, 1975) or trained interviewer 
assessment that the patient was incapable of comprehending 
informed consent or answering the interview questions. 

From August 2001 to July 2003, subjects were recruited 
using multiple methods and from several sources. These 
included medical clinics responsible for the evaluation of 
patients with HIV infection presenting for medical care: the 
HN Diagnostic Evaluation Unit at Boston Medical Center 
(BMC; Samet et al., 1995) and the HIV Consult Clinic and 
the Primary Care Clinic at Beth Israel Deaconess Medical 
Center (BIDMO). Other subjects were recruited from the 
following locations: BMC primary care practices, referrals 
by friends, and posted flyers at homeless shelters and HN/ 
AIDS social service agencies in the Boston area. Persons 
responding to the flyers were administered a preliminary 
screening over the telephone (CAGE questionnaire) and, if 
eligible, were invited for an interview to complete the 
screening process. 

If a patient at these clinical sites or from other referral 
sources agreed to participate, a study research associate 
scheduled an appointment for the first interview at BMC's 
General Clinical Research Center or BIDMC's Clinical 
Research Center. All subjects provided written informed 



413 A. Palepu et al. / Journal ofSubstance Abuse Treatment 31 (2006) 411-417 

consent in the Clinical Research Centers prior to enrollment. 
The Institutional Review Boards of BMC and BIDMC 
approved this study. A subject's privacy was made more 
secure through the issuance of a Certificate of Confiden
tiality by the Department of Health and Human Services; 
that is, it protects the release of a subject's research data 
even if a court order or subpoena is issued. 

The HlV-LIVE study recruited 401 subjects. However, 
the current analyses focus on receipt of liver specialty care 
in just 231 (58%) subjects coinfected with Hlv and HCY. 

2.2. Data collection 

After enrol1ment, all subjects received an interviewer
administered baseline assessment. The baseline instrument 
included questions on the following: demographics, Short 
Form Health Survey (Ware, Kosinski, & Keller, 1996), 
depressive symptoms (Center for Epidemiologic Studies 
Depression Scale [CES-D]; Andresen, Malmgren, Carter, & 
Patrick, 1994), psychological status (questions from the 
Addiction Severity Index; McLellan et aI., 1985), health 
status, medication use, health care and addiction services 
use, alcohol and drug use quantity, current and lifetime 
alcohol abuse and dependence (Composite International 
Diagnostic Interview [CIDI]; Robins et al., 1988), HIV risk 
behaviors (modified version of the Risk Assessment 
Battery; Navaline et aI., 1994), trauma history, social 
support, and social networks. All subjects in this cohort 
were tested for HCV infection through measurement of 
HCVantibody; HCV RNA testing was sought for all HCV
antibody-positive persons. Follow-up was conducted over 
3 years at 6-month intervals and included a reassessment of 
the domains covered at baseline. Subjects received a cash 
compensation of US$20 at baseline and US$25-30 at the 
follow-up time points. Results from follow-up assessments 
as of February 25, 2004, were utilized in these analyses. 

2.3. Outcome variable 

Receipt of liver specialty care in the previous 6 months 
was modeled as a dichotomous response. Typically, primary 
care physicians provide referrals for liver specialty care. 
Subjects were asked "How many times did you see each of 
the following health care professionals during the past six 
months'?" Receipt of liver specialty care was defined as 
having an affirmative response to being seen by a "liver 
doctor, hepatologist, or specialist in treating Hepatitis C." 

2.4. Primary independent variable 

Substance abuse treatment services was a dichotomous 
variable indicating whether the subject received any of 
the fol1owing services in the past 6 months: at least 12 weeks 
in a halfway house or residential facility, at least 12 visits to 
a substance abuse counselor or mental health professional, 
day treatment for at least 30 days, or any participation in 

a methadone maintenance program (Palepu, Horton, 
Tibbetts, Meli, & Samet, 2005; Palepu, Raj, et al., 2005; 
Palepu et al., 2004). Information on substance abuse 
treatment services was obtained from patient self-report at 
each study interview. 

2.5. Other independent variables 

Other specific variables assessed included age; gender; 
race (Black, White, or other-the latter subjects were mostly 
Hispanic); an indicator of whether the subject had partici
pated in a previous cohort study of subjects with HIV 
infection who have alcohol problems; depressive symptoms 
(yes vs. no) as measured by the 20-item CES-D (Andresen 
et al., 1994). where a higher cutoff score of ~2l was used to 
denote depressive symptoms in persons with chronic 
diseases rather than the standard score of 16 that has been 
used for the general population; any liver complications 
(i.e., jaundice, ascites, esophageal varices, hepatic encephal
opathy, or gastrointestinal bleeding) in the previous 
6 months; current receipt of highly active antiretroviral 
therapy; ever been treated for psychiatric disorders; drug 
injection in the past 6 months; abstinent from alcohol in the 
past 30 days; alcohol dependence in the past 6 months as 
defined by the CIDI short form (Robbins et aI., 2003); 
average alanine aminotransferase (ALT); the number of 
months since baseline time point; and CD4 cell count. 

2.6. Analysis 

Two-sample t tests and chi-square tests were used to 
assess bivariable relationships between demographics, 
behavioral and clinical data, and the outcome accessing 
liver specialty care at baseline. We used generalized 
estimating equations (GEE) logistic regression models to 
examine the association between substance abuse treatment 
and accessing liver specialty care, adjusting for potential 
confounding factors: gender, age, race, liver complications, 
current receipt of antiretroviraI therapy, depressive symp
toms, ever been treated for psychiatric disorders, drug 
injection in the past 6 months, 30-day alcohol abstinence, 
recent alcohol dependence and ALT level, CD4 cel1 count, 
rol1over, and the number of months since baseline time 
point. The GEE approach was used to adjust for the 
correlation due to analyzing repeated measures from the 
same subject over time (Liang & Zeger, 1986; Zeger & 
Liang, 1986). The empirical standard errors from the GEE 
approach were used for all analyses. Al1 of the predictor 
variables except for gender, age, race, rol1over, and treat
ment for psychiatric disorders were allowed to vary with 
time. We examined the potential for col1inearity in multi
variate models by assessing the correlation between pairs of 
independent variables and verified that no pair of variables 
included in the same regression model was highly correlated 
(i.e., no correlation was greater than .40). Although the 
outcome and most covariates were assessed semiannual1y, 
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ALT was collected once yearly. Thus, we used the average 
ALT value of the most recent and subsequent measures to 
impute values for missing time points. All analyses were 
carried out using SAS version 8.2 (SAS Institute, Cary, NC). 

3. Results 

Of the 231 subjects coinfected with HIV/HCV in the 
study sample, half (116/231) were engaged in substance 
abuse treatment at the initial observation, of whom 47 (20%) 
were in a methadone treatment program. Arnongthe 
115 subjects who were not engaged in substance abuse 
treatment at the initial observation, 39 (34%) subjects 
entered substance abuse treatment during the study period. 

There were 50 (22%) subjects who received liver 
specialty care and 205 (89%) subjects who reported having 
seen a primary care physician at the baseline interview. An 

Table I 
Characteristics and access to liver specialty care at baseline of participants 
with HIV and HCV coinfection 

Access to liver specialty care 

With access, Without access, 
Baseline characteristics n = 50 n = 181 p 

Age. M (SD) 45.0 (6.3) 43.5 (7.0) .14 
Female gender. n (%) 14 (28) 52 (29) .92 
Race or ethnicity, n (%) .33 

Black 17 (34) 70 (39) 
White 21 (42) 56 (31) 
Other 12 (24) 55 (30) 

Substance abuse 29 (58) 87 (48) .21 
treatment, n (%) 

Current ART 40 (80) 102 (56) .002 
receipt", n (%) 

Baseline CD4 cell 423 (253) 408 (260) .86 
count (cells/mm'), 
M(SD) 

Liver disease 9 (18) 6 (3) .0002 
complications'", 

n (%) 
Elevated ALT 36 (75) 120 (68) .39 

(>40 lUlL), n (%) 
Depressive symptoms", 29 (58) 110 (61) .72 

n (%) 
Ever had psychiatric 35 (70) 119 (66) .57 

treatment, n (%) 
Injection drug use", 7 (14) 45 (25) .10 

n (%) 
30-day alcohol 38 (76) 107 (59) .03 

abstinence, n (%) 
Alcohol dependence'?", 2 (4) 21 (12) .II 

n (%) 

• Highly active antiretroviral therapy.
 
b In the past 6 months.
 
c Any liver complications refer to jaundice, ascites, hepatic encephal


opathy, esophageal varices,	 or gastrointestinal bleeding. 
d Using the CES-D, where ~21 denotes depressive symptoms in 

chronic diseases. 
e Alcohol dependence as defined by the CIDI short form. 

Table 2 
Multivariable logistic regression model for factors associated with 
accessing liver specialty care (uSing generalized estimating equations) 

Unadjusted OR Adjusted OR 
Variable (95% CI) (95% CI) 

Substance abuse treatment
 
Female gender
 
Age (per 10-ycar increase)
 
Race or ethnicity"
 

Black vs. White 
Other vs. White 

Current ART receipt" 
CD4 (per 100 cells/mnr' increase) 
Liver disease complications't'' 
ALT (per 40 lUlL) 
Depressive symptoms" 
Ever had psychiatric treatment 
Injection drug use" 
30-day alcohol abstinence 
Alcohol dependencev" 

1.42 (0.99-2.03) 1.38 (0.90-2.11) 
0.95 (0.53-1.7) 0.87 (0.44-1.70) 
1.37 (0.95-1.97) 1.22 (0.80-1.86) 

0.77 (0.43-1.39) 0.70 (0.36-1.36) 
0.82 (0.44-1.52) 0.73 (0.38-1.41) 
2.50 (1.58-3.93) 2.18 (1.33-3.59) 
1.12 (1.03-1.21) 1.11 (1.02-1.20) 
2.09 (1.18-3.72) 2.15 (1.02-4.54) 
1.15 (0.98-1.35) 1.10 (0.90-1.33) 
0.87 (0.59-1.28) 0.81 (0.51-1.27) 
1.42 (0.82-2.45) 1.21 (0.65-2.25) 
0.78 (0.49-1.24) 0.84 (0.48-1.45) 
1.67 (1.17-2.38) 1.55 (1.04-2.32) 
0.62 (0.35-1.08) 0.72 (0.35-1.49) 

Note. The number of observations is 620. 
• The reference group is White.
 
b Highly active antiretroviral therapy.
 
c In the past 6 months.
 
d Any liver complications refer to jaundice, ascites, hepatic encephal


opathy, esophageal varices, or gastrointestinal bleeding. 
e Using the CES-D, where ~21 denotes depressive symptoms in 

chronic diseases. 
f Alcohol dependence as defined by the CIDI short form. 

additional 33 (14%) subjects reported receiving liver 
specialty care during the 3-year follow-up period. In this 
research study.the subjects were followed up every 6 months 
for up to six visits, and the median number of observations 
per subject was 3. For the current analysis, the proportion of 
subjects who completed one, two, three, four, five, and six 
observations during the 3-year follow-up period was 5%, 
17.2%, 21.1%, 24.7%, 30.2%, and 1.7%, respectively. 
Overall, the 231 subjects contributed 696 observations to 
the longitudinal analysis; however, due to incomplete data, 
76 subjects were dropped. 

The baseline characteristics of the 231 subjects coin
fected with HIV/HCV are presented in Table 1. In the 
bivariable analyses based on the baseline assessments only, 
subjects who were currently receiving highly active 
antiretroviral therapy, who had liver complications in the 
previous 6 months, and who were abstinent from alcohol in 
the past 30 days were more likely to have accessed liver 
specialty care. 

In the longitudinal multivariable model (Table 2), we 
observed a clinically important although not statistically 
significant association between substance abuse treatment 
and accessing liver specialty care (adjusted odds ratio [OR] = 

1.38; 95% confidence interval [CI] = 0.9-2.11). Liver 
complications (adjusted OR = 2.15; 95% CI = 1.02-4.54), 
current receipt of highly active antiretroviral therapy 
(adjusted OR = 2.18; 95% CI = 1.33-3.59), CD4 cell count 
per 100 cells/mm" increase (adjusted OR = 1.11; 95% 
CI = 1.02-1.20), and 30-day alcohol abstinence (adjusted 
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OR = 1.55; 95% CI = 1.04-2.32) were positively associated 
with accessing liver specialty care. 

4. Discussion 

Substance abuse treatment can be an effective means of 
HCVeducation, facilitated access, or linkage and may be a 
motivating factor for seeking out HCV care for some 
patients (Strauss, Astone, Des Jarlais, & Hagan, 2005; 
Strauss, Astone, Hagan, & De Jarlais, 2004; Strauss, 
Astone, Jarlais, & Hagan, 2004). However, in our longi
tudinal study of persons coinfected with HIVIHCV who 
have alcohol problems, of whom some were receiving 
community-based substance abuse treatment, we were not 
able to detect a significant association between substance 
abuse treatment and receipt of specialty care for hepatitis C. 
We found that the presence of significant liver disease or 
factors associated with HCV treatment eligibility, such as 
tolerating antiretroviral therapy, having a higher CD4 cell 
count, and being recently abstinent from alcohol, were the 
factors associated with receipt of liver specialty care. In our 
system, referrals were likely through the primary care 
physician where initiation and maintenance of ART for 
HIV infection may have been the first step in addressing the 
complex health needs of these patients. Among HCV 
monoinfected injection drug users, Strathdee et al. (2005) 
found that having a usual source of primary care, a high 
perceived threat of progressive liver disease, no evidence of 
alcohol dependence, and higher readiness scores for quitting 
drug use were all factors associated with being interested in 
HCV treatment. Assessing the specific impact of substance 
abuse treatment on receipt of liver specialty care may be 
difficult, given that the receipt of addiction treatment could 
be interpreted as a barrier to HCV therapy. Substance abuse 
treatment may be indicative of recent drug and alcohol use, 
and yet, it may also be a motivator or facilitator for patients 
and their primary care provider to seek further care for the 
patients' comorbid medical conditions. Substance abuse 
treatment, as a pathway to remission of substance abuse, 
could set the stage for addressing previously unattended 
chronic medical conditions. Our findings that receipt of 
ART and 30-day alcohol abstinence are associated with 
accessing liver specialty care likely reflect the hierarchy of 
priorities primary care providers face in managing these 
patients with complicated health needs. Such priorities 
are supported by current NIH and international guide
lines (Soriano et al., 2002), where it is recommended that 
HIV and substance abuse are addressed prior to initiating 
HCV therapy. 

The lack of coordination of medical care and substance 
abuse treatment has been cited as the most significant barrier 
to HCV treatment for persons with substance use disorders, 
rather than the more typical barriers to medical care such as 
health insurance or transportation (Litwin, Soloway, & 
Gourevitch, 2005). Litwin et a1. recently described a 

multidisciplinary model of care that addressed substance 
abuse and psychiatric conditions, as well as HCV screening 
and treatment. This approach resulted in substantial rates of 
initiation of antiviral therapy, and the colocation of these 
services significantly improved HCV treatment access 
(Litwin et al., 2005). Clearly, methadone maintenance and 
other substance abuse treatment programs can be gateways 
to enhancing access to HCV treatment through screening 
and education (Walley et al., 2005). A few integrated 
models of care that address HIV, HCV, and substance abuse 
have been recently reported (Clanon et aI., 2005; Flanigan, 
Taylor, & Mitty, 2005; Fleming, Tumility, Murray, & Nues, 
2005; Sylvestre, 2005; Taylor, 2005). These studies high
light the importance of a multidisciplinary team approach to 
such patients with complex health needs. In one clinic 
setting, one third of the patients coinfected with HIVIHCV 
were eligible for treatment (Fleming et aI., 2005). Reasons 
for ineligibility include nonadherence with clinic visits, 
active psychiatric disease and ongoing drug and alcohol use, 
advanced HIV disease, decompensated liver disease, and 
significant comorbid illness. Furthermore, two thirds of 
those who were eligible declined HCV treatment with 
interferon and ribivirin. In sum, only 8% (21/260) were 
treated for their HCV and two patients achieved sustained 
virological response. These studies highlight the importance 
of addressing the modifiable barriers to HCV treatment 
eligibility and adherence. Given the significant overlap of 
HCV and addictions, more coordination and integration of 
these treatment services would be desirable to address the 
burden of HCV-liver disease in this vulnerable population. 

Our study has several limitations. We assessed HCV 
infection solely based on HCV antibody test and not 
HCV RNA (viral load). There were 10% to 15% of the 
HCV-antibody-positive patients who did not have detecta
ble HCV RNA, and when we fitted the models with those 
who were positive for HCV RNA, the findings were 
unchanged. However, our study sample included all HCV
antibody-positive patients, as substance abuse treatment 
providers would not be expected to ask such a medical 
question and, in fact, some patients might not be aware of 
the HCVantigen status. Although our measure of substance 
abuse treatment may not be as stringent as that used by 
Laine et al. (2001), we think that it has face validity. 
Approximately half of our cohort was receiving substance 
abuse treatment services at a reasonable level of exposure. 
Our main explanatory and outcome measures were obtained 
through self-report, although validated instruments were 
used where possible. We were unable to explore the precise 
reasons for why subjects with HIVIHCV coinfection did or 
did not receive liver specialty care in terms of source of 
referral, patient refusal, or specialist refusal. The study was 
observational and we cannot infer causation. This analysis 
was also potentially underpowered to detect a statistically 
significant effect of substance abuse treatment. For post hoc 
power calculations, assuming 18% of the subjects not 
receiving substance abuse treatment accessed liver specialty 
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care (based on data from study entry), our study would have 
approximately 80% power to detect an OR as small as 2.0. 
Thus, it is likely that the study was not adequately powered 
to detect a small association of the observed magnitude. 
Finally, these findings may not be generalizable to health 
care systems that have differing availability of liver 
specialty care. 

In summary, we did not observe a clear association 
between substance abuse treatment and receipt of liver 
specialty care among persons coinfected with HIV/RCV 
who have a history of alcohol problems. The current system 
of addiction treatment in our study appears to be isolated 
from primary care as well as liver specialty care and does 
not utilize the substance abuse treatment opportunity to 
motivate the patient to address other chronic medical 
problems. The patients who reported receiving liver 
specialty care were persons who were having their HIV 
disease managed, had liver disease complications, and were 
not actively using alcohol. These are the types of patients 
primary care providers would likely deem as having a 
higher likelihood of HeV treatment eligibility, need, or 
success. Substance abuse treatment systems should priori
tize prevalent treatable diseases such as mv/RCV coinfec
tion and facilitate medical care to improve the quality of 
care for individuals with substance use disorders. Shared 
care models that give explicit attention to the coordination 
of addictions, primary care, and specialty care, while 
providing ongoing support to effectively engage these 
patients with complex health needs in appropriate care, 
need to be implemented and evaluated. 
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The purpose of this study was to assess the relationships between disclosure of HIV serostatus 
to sex partners and recent sexual risk behavior, substance abuse, and violence among sexually 
active HIV-infected patients with a history of alcohol problems. Participants (n = 124) were 
79% males; age 25--61 years; 49% Black; and 35% with less than a high school education. Sep
arate logistic regression models were used to assess relationships between each independent 
variable of interest and nondisclosure. Results demonstrate that buying sex and having more 
than one sex partner in the past 6 months were significantly associated with nondisclosure of 
HIV serostatus to a sex partner. Findings from this study underscore the ongoing need for 
behavioral interventions with HIV-infected individuals concerning disclosure. Programs that 
emphasize serostatus disclosure and/or consistent condom use in the context of sex trade and 
with multiple sexual partners will be particularly important. 

KEY WORDS: HIV; serostatus disclosure; sex risk; sex trade; drug risk behaviors; violence. 

INTRODUCTION 

Prevention targeting people living with 
HIV /AIDS is important in reducing the spread 
of HIV in the United States (Jaffe and Janssen, 
2003). Prevention efforts include promotion of 
sexual risk reduction behaviors such as condom use 
and serostatus disclosure to sex partners (Centers 
for Disease Control and Prevention [CDC], 2003). 
The need for such efforts is supported by research 
documenting that the majority of people living with 
HIV are sexually active (Stein et al., 1998) and 
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many of these individuals maintain high risk sexual 
behaviors including unprotected sex and multiple 
sex partners (Kalichman and Nachimson, 1999; Kline 
and VanLandingham, 1994;Marks and Crepaz, 2001; 
McGowan et aI., 2004; Stein et aI., 1998). These 
high-risk sexual behaviors are particularly common 
among seropositive individuals who are substance 
users (Kline and VanLandingham, 1994;Marks and 
Crepaz, 2001; Vanable et aI., 2001) and/or involved 
in sex trade (McGowan et al., 2004). 

Studies have shown HIV serostatus disclosure 
to sexual partners is inconsistent across population 
groups (Hays et al., 1993; Mansergh et al., 1995; 
Marks et aI., 1991, 1994; Niccolai et al., 1999; Perry 
et al., 1994; Schnell et al., 1992; Simoni et al., 1995a,b; 
Sowell et al., 1997; Stein et al., 1998; Stempel et al., 
1995; Wenger et at., 1994). U.S. laws often make 
nondisclosure of HIV serostatus to sex partners a 
felony (Wolf and Vezina, 2004), but these laws do 
not appear to be associated with greater disclosure 
(Duru et al., 2003). More work is needed to identify 
factors associated with nondisclosure to better sup
port growing prevention efforts. 

149 
1090-7165/06/0300-0149/0 C 2006 Springer Science-l-Business Media,lnc. 



150 Raj, Cheng, Levison,Meli,andSamet 

Consistent condom use among serodiscordant 
couples has been found to be associated with lower 
rates of seroconversion for the HIV-negative part
ner (Weller and Davis, 2002). However, unprotected 
sex combined with nondisclosure of serostatus to sex 
partners can result in HIV transmission to those de
nied the opportunity to make an informed decision 
regarding use of protection. Nondisclosure and un
protected sex may be particularly likely in the con
text of a more casual sexual relationship, substance 
abuse, and/or violence, where one might feel less ob
ligated, able and/or safe to disclose to sex partners 
(Bedimo et at., 1998;Klitzman and Bayer, 2003). Re
search has documented increased sexual risk for HIV 
among those at the intersection of sex trade, sub
stance abuse and violence, where lack of control of 
one's behavior or sexual encounter can increase the 
likelihood of unprotected sex and multiple sex part
ners (e.g., Brown, 1998;Pisani et al., 2003; Robertson 
et at., 2004; Romero-Daza et at., 2003; Surratt and 
Inciardi, 2004; Vanwesenbeeck, 2001; Weber et al., 
2001). Research has also shown that sex trade, sub
stance use, violence, unprotected sex, and STD con
tinue subsequent to infection for many people living 
with HIV (Cohen et al., 2000; McGowan et al., 2004; 
Turner et al., 2001). 

The literature shows mixed results with regard 
to whether serostatus disclosure is associated with 
condom use. Niccolai et at.'s (1999) study showed 
a significant relationship between condom use and 
disclosure for both men and women. Kalichman 
and Nachimson (1999) found similar findings for 
men but not for women, and other studies have 
shown no relationship between disclosure and con
dom use (Marks and Crepaz, 2001;Stein et al., 1998). 
In contrast, research has consistently demonstrated 
that HIV-infected people are more likely to disclose 
their serostatus to longer term/committed partners 
as compared with casual partners (Duro et al., 2003; 
Perry et al., 1994), and disclosure to all sex partners is 
significantly more common among those with fewer 
sex partners (Niccolai et al., 1999; Stein et al., 1998). 
Although sex trade is associated with more and ca
sual sexual partners (Vanwesenbeeck, 2001) as well 
as less consistent condom use among people living 
with HIV (McGowan et at., 2004), it has not been 
examined in terms of its association with disclosure. 
Given the gender and power differences between 
those buying as compared with selling sex (Pitts et al., 
2004; Vanwesenbeeck, 2001), buying and selling sex 
must be assessed separately in terms of its relation to 
sexual risk and disclosure. 

Substance abuse is a major issue for HIV
positive individuals; a population-based probability 
sample of HIV-positive individuals in care found 
that 46% reported drug abuse in the past year and 
36% reported binge alcohol use in the past 4 weeks 
(Turner et al., 2001). Among HIV-positive sam
ples, those with substance abuse problems are more 
likely to report unsafe sex practices, such as multi
ple sex partners, a characteristic related to nondis
closure (Duro et al., 2003; Marks and Crepaz, 2001; 
Kalichman and Nachimson, 1999; Kline and Van
Landingham, 1994; Stein et at., 1998). Additionally, 
cognitive impairment due to substance abuse could 
impede ability to disclose. However, prior research 
has consistently demonstrated no relationship be
tween current substance use and disclosure (Duro 
et al., 2003; Kalichman and Nachimson, 1999; Perry 
et al., 1994; Stein et al., 1998). Nonetheless, as previ
ous research has not been restricted to a population 
with known substance use problems, there remains 
a need to ascertain whether this relationship exists 
within an HIV-infected cohort with a history of alco
hol problems. 

Studies demonstrate that HIV-infected individ
uals, particularly women, are significantlymore likely 
than those uninfected to have experienced violence 
and related trauma in their lives, including physical 
and sexual victimization (Bedimo et al., 1997; Cohen 
et al., 2000; Department of Justice [DOJ], 2004; 
Gielen et al., 2000; Liebschutz et al., 2000; Sowell 
et at., 1999; Zierler et al., 2000). Some researchers 
have suggested that disclosure may result in violence 
from the partner or others (Rothenberg and Paskey, 
1995), inhibiting individuals' willingness to disclose. 
Although Stein et at. (1998) found that among the 
HIV -infected women, those disclosing to all sex part
ners were significantly more likely to have had a his
tory of victimization, this violence was not assessed 
for its temporal relationship to disclosure. Duro et at. 
(2003) found no relationship between disclosure and 
partner violence. 

Understanding why disclosure to sex partners 
does or does not occur is an important step in pro
moting disclosure, as well as sexual risk reduction, 
among people living with HIV. Overall, our review 
of the literature points to the need for examination 
of correlates of nondisclosure for HIV -infected in
dividuals with substance abuse problems. Thus, the 
purpose of this study was to assess the relationships 
between disclosure of HIV serostatus to sex partners 
and behavioral risk (i.e., unsafe sex behavior, sub
stance abuse, and recent exposure to violence) in a 
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cohort of HIV-infected patients with a history of al
cohol problems. 

MEmODS 

Study participants were from the HIV-Alcohol 
Longitudinal Cohort (HIV-ALC), a prospective, ob
servational study of HIV-infected patients with past 
or current history of alcohol problems. HIV-ALC 
participants (N = 349) were recruited and followed
up between July 1997 and July 2001; participants 
were followed every 6 months for up to seven obser
vations (median number of observations in sample 
= 2; Ehrenstein et al., 2004). The eligible HIV-ALC 
participants were also participants of the ADHERE 
randomized controlled trial (ADHERE Rcr), an 
evaluation of an intervention to increase medication 
adherence among HIV-infected people with a history 
of alcohol problems. Data for the current analyses 
were from the third observation point of HIV-ALC 
participants and included ADHERE RCT study par
ticipants; this observation was the first time point in 
which disclosure of serostatus to sex partners was 
as.se~sed. Only participants reporting sexual activity 
within the past 6 months and responding to the dis
closure question at this time point were included in 
the current cross-sectional analyses (n = 124). Of 
these, 32% were not in the ADHERE Rcr, 31% 
were in the treatment group of the ADHERE R'Cl', 
and 37% were in the ADHERE RCT control group. 

Recruitment and Eligibility 

Recruitment of HIV-ALC participants occurred 
by multiple methods and from several sites: Boston 
Medical Center HIV Diagnostic Evaluation Unit 
56%; posted flyers 16%; Boston Medical Center 
Primary Care Clinic 13%; respite facility for home
less persons 5%; methadone clinic 4%; participant 
referrals 4%; and Beth Israel Deaconess Medical 
Center 2%. The majority were recruited from 
medical settings that addressed HIV-related issues. 

All HIV-ALC participants were required to be 
HIV-infected, age 18 years or older, and with a his
tory of alcohol problems. A history of alcohol prob
lems was defined as having two or more positive re
spo~ses to t~e CAGE qu~stionnaire (Ewing, 1984), 
or, if the patient was recruited from the Boston Med
ical Center HIV Diagnostic Evaluation Unit and did 
not meet CAGE criteria, having a diagnosis of alco
hol abuse or dependence from one of two attending 

physicians. Ninety percent of participants (313/349) 
~~t CAGE eligi?i~ity, and 10% (36/349) met eligi
bility based on clinical assessment. Diagnostic inter
views for alcohol problems in a sample of partici
pants meeting CAGE criteria (N = 141) confirmed 
that alcohol was a problem for these individuals in 
that it revealed a lifetime history of alcohol depen
dence in 80% (113/141) or abuse in 15% (21/141) of 
cases (Samet et al., 2004). 

Other entry criteria for the HIV-ALC study 
in~l~ded the following: fluency in English or Spanish; 
Mini-Mental State Examination (MMSE) score 
greater or equal to 21 (Folstein et al., 1975); and 
no plans to move from the Boston area in the 
subsequent two years. As chronic alcohol use is 
associated with cognitive impairment, we used the 
MMSE cut-off of 21 to exclude participants in whom 
such impairment may preclude obtaining informed 
consent, an accurate and complete interviewer
administered questionnaire, or a follow-up interview 
(Smith et al., 2003). 

Procedure 

After screening for eligibility and obtaining in
formed consent, a research associate interviewed 
participants in either English or Spanish using a 
standardized instrument to ascertain baseline infor
mation on demographics, health and medical care 
HIV risk behaviors, and drug and alcohol use. Fo; 
the Spanish interview, standardized scales in Spanish 
~ere u~ed when available; the remainder of the ques
nonnaire was translated from English into Spanish, 
back-translated to check for accuracy, and then cor
rected. Participants were then followed-up with sur
veys every 6 months for up to 36 months. Although 
biological data were not included in current analyses; 
they were collected for use in this study. Attempts 
were made to obtain CD4 cell counts and HIV RNA 
(viral load) levels from all participants. These data 
were obtained via laboratory tests performed within 
6 months of the interview, as part of patients' clinical 
care; if these tests were not available, blood samples 
were obtained from participants and tested for CD4 
cell count and HIV RNA using the Boston Medical 
Center Clinical Laboratory. 

Measures 

Demographic characteristics, including age, gen
der, race, and sexual orientation (dichotomized as 



152 

gayllesbianlbisexual vs. heterosexual) were mea
sured via single items. 

Nondisclosure of Serostatus to sex partners was 
measured via a single item created for use in this sur
vey, "Have you told any of the following people that 
you are HIV-infected?" For the response related to 
sexual partners of the past 6 months, data were di
chotomized as nondisclosure to one or more sex part
ners of the past 6 months versus disclosure to all sex 
partners of the past 6 months. 

Sexual Risk Variables were measured via items 
from the Risk Assessment Battery (RAB), which 
is designed to measure sexual and drug use risk 
for HIV (Navaline et al., 1994) and has been used 
with substance using and HIV-infected populations 
in previous studies (Ehrenstein et al., 2004; Rees 
et al., 2001). Only sexual risk items from the RAB 
were included in analyses. All items assessed risk 
in the past 6 months and were dichotomized. These 
items included inconsistent/no condom use (vs. con
sistent condom use), number of sexual partners (one 
vs. two or more), selling sex for money or drugs, 
and buying sex with money or drugs. Addition
ally, SID in the past 6 months was measured via 
self-report. 

Substance Abuse in this study was defined as 
binge alcohol consumption or illicit drug use in the 
past 30 days. Both of these variables were calculated 
using the alcohol and drug use frequency questions 
from the Addiction Severity Index (ASI; McLellan 
et al., 1992). Illicit drug use was defined as having 
used heroin, other opiates/analgesics, barbiturates, 
cocaine, or amphetamines in the past 30 days. Binge 
alcohol consumption in the past 30 days was de
fined as having five or more drinks on an occasion 
for males or four or more drinks on an occasion for 
females. 

Victimization from interpersonal violence within 
the past 6 months was measured via two yes/no 
items, one assessing physical abuse and the other 
assessing sexual abuse. Physical abuse or assault 
was defined as having been "kicked, hit, choked, 
shot, stabbed, burned, or held at gunpoint by a 
stranger, a family member or someone you know." 
And sexual assault was defined as "unwanted sex
ual touching anywhere on your body, touching of 
genitals and/or breast, or made to have oral sex 
or vaginal or anal intercourse against your will by 
force or the threat of force by a stranger, a family 
member or someone you know" (Liebschutz et al., 
2000). 
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Data Analyses 

Two sample t tests and chi-square tests were 
used to assess bivariate relationships between de
mographics and disclosure. Separate logistic regres
sion analyses were performed to evaluate the associ
ations between each independent variable of interest 
(sexual risk behaviors, STD, victimization, and sub
stance use) and disclosure. Unadjusted models and 
adjusted models controlling for age, gender, race, 
sexual orientation, and ReT involvement and group 
assignment (as some of this cohort participated in the 
ADHERE ReT study) were fit to the data. The AD
HERE ReT study involved evaluation of a medica
tion adherence intervention that was not designed 
to affect HIV disclosure to sex partners or high risk 
sexual behaviors. The intervention did not show in
creased medication adherence among treatment as 
compared with control participants (Samet et al., in 
press), but there was the possibility that the interven
tion or participation in the ReT could affect nondis
closure. A chi-square analysis was used to assess 
the relationship between ReT involvement/group as
signment and nondisclosure; a significant association 
was not observed. However, in an additional effort 
to avoid potential confounding, we controlled for 
ReT involvement and group assignment in all ad
justed analyses. All initial analyses were conducted 
with two-sided tests of hypotheses at the .05 signifi
cance level. In addition, the Bonferroni method was 
used to adjust for multiple comparisons. 

RESULTS 

Cohort Demographics 

Participants (n = 124) were aged 25-61 years 
(mean 42 years), predominantly male (79%), racially 
mixed (49% Black), one-third without high school 
graduation (35%), and a minority homeless (14%). 
Almost one-third of participants (n = 38) identified 
as gay, lesbian, or bisexual (n = 28 gay or lesbian, 10 
bisexual), only five of these (13%) were females. 

Cohort Characteristics: Nondisclosure, Sexual Risk 
Behaviors, Victimization, and Substance Use 

One-third of participants (32%) reported 
nondisclosure of HIV serostatus to a sex partner in 
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the past 6 months. In terms of sexual risk behaviors, 
over one-third of the sample (38%) reported multi
ple sex partners, and 42% reported inconsistent/no 
condom use. Ten percent of participants had pur
chased sex with drugs or money, and nine percent 
had sold sex for drugs or money. (Because of the 
gendered aspects of sex trade, we assessed whether 
the prevalence of sex bought and sex sold differed 
by gender.) Among those buying sex, 100% (n = 
13) were males. Among those selling sex, 55% [n = 
6] were males, and 45% were females (n = 5). Only 
4% of the total sample reported an STD in the past 
6 months. 

Victimization was less common than sexual risk 
behaviors. Recent sexual victimization was reported 
by 3% of the cohort, and recent victimization from 
physical abuse by 8%. Over one-third of the sam
ple reported binge drinking (39%) and illicitdrug use 
(40%) in the past 30 days. 

Age, gender, race, and education were not as
sociated with disclosure of HIV serostatus (Table I). 
However, participants identifying as gay, lesbian, or 
bisexual were significantly more likely not to disclose 
to all sex partners than those identifying as hetero

sexual (53% and 22%, respectively; p =.002), Fur
ther analyses were conducted to assess whether ef
fects were attributable to bisexual (n =10) as com
pared with gay/lesbian (n = 28) participants by con
ducting a Fisher's exact test to assess differences; 
these groups did not significantly differ in terms 
of probability of nondisclosure. Additional analyses 
stratifying prevalence of nondisclosure among gay, 
lesbian, and bisexual participants by gender demon
strate that two of the five lesbian or bisexual women 
reported nondisclosure as compared to 16 of the 33 
gay or bisexual men. 

Nondisclosure of Serostatus-Multivariate 
Associations 

Participants reporting multiple sex partners in 
the past 6 months, ORadj =8.9, 95% CI =3.4-23.4, 
and sex bought with drugs or money, ORadj = 1.5, 
95% CI = 2.6-50.9, were significantly more likely 
than those not reporting these behaviors to not dis
close to a sex partner (Table II). The association be
tween sex bought and nondisclosure pertains only to 

Table I. Demographics for Total Sample of HIV-Infected Persons with a 
History of Alcohol Problems (N=124) and Frequency of Reporting Nondis

closure vs. Disclosure by Demographics 

Nondisclosers Disclosers X2 or r-test value 
(n=40) (n=84) (d!)a 

Gender(%) 0.2 (I, 123) 
Female 36 64 
Male 31 69 

Race(%) 1.6 (I, 123) 
Black 38 62 
Not Black 27 73 

Education (%) 0.003 (1, 123) 
Non-high school 33 67 
graduate 
HS graduate 32 68 

Sexual 11.1 (1, 123)·· 
orientation (%) 
Gay or bisexual 53 47 
Heterosexual 22 78 

Age, years, M (SD)b 42.2 (6.3) 41.3 (8.1) 0.8 (1, 122) 

aChi-square analyses were used to assess significant differences in di

chotomized demographic variables (i.e., gender, race, education and sexual
 
orientation) by disclosure; rtests were used to assess significant differences
 
in continuous demographic variables (i.e.•age) by disclosure.
 
b Age was a continuous variable, requiring a ( test to assess differences be

tween means; thus means and standard deviations (SD) rather than percent

ages are presented for this variable.
 
"p < .01.
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Table II. Prevalence and Crude and Adjusted Odds Ratios Assessing Associations Between Nondis
closure of HIV Serostatus by Sexual Risk Behaviors and STD, Substance Abuse, and Victimization 

(Independent Variables) 

Nondisclosers Disclosers Crude OR Adjusted OR 
(n =40) (n=84) (95% CI) (95% CI)Q 

Sexual risk (%) 
Multiple sex partners 60 40 9.0 (3.8-21.4) 8.9 (3.4-23.4) 
One sex partner 14 86 
Inconsistent/no condom 29 71 0.8 (0.4-1.7) 0.5 (0.2-1.3) 
use 
Consistent condom use 34 66 
Sex sold 64 36 4.2 (1.2-15.5) 2.4 (0.6-10.5) 
No sex sold 29 71 
Sex bought 77 23 9.0 (2.3-34.9) 11.5 (2.6-50.9) 
No sex bought 27 73 
Recent STD 80 20 9.2 (1.0-85.4) 5.8 (0.5-66.0) 
NoSTD 30 70 

Substance abuse (%) 
Binge drinking 40 60 1.6 (0.8-3.5) 1.1 (0.5-2.7) 
No binge drinking 29 71 
Illicit drug use 31 69 0.9 (0.4-1.9) 0.7 (0.3--1.6) 
No illicit drug use 33 67 

Victimization (%) 
Sexual abuse 75 25 6.7 (0.7-66.9) 6.0 (0.4-82.1) 
No sexual abuse 31 69 
Physical abuse 40 60 1.4 (0.4-5.4) 1.9 (0.4-9.0) 
No physical abuse 32 68 

Q All analyses control for treatment group, sexual orientation, race, age (continuous), and gender. 

men as sex purchase was only reported by men in 
our sample. Adjusting for multiple comparisons us
ing the Bonferroni method did not change the re
sults of the logistic regression analyses as multiple sex 
partners and buying sex remained significant predic
tors of nondisclosure. 

To assess whether sex trade was significantly as
sociated with nondisclosure after controlling for mul
tiple sex partners, a logistic regression model was 
created that included both of these variables as well 
as demographics (age, gender, race, sexual orienta
tion) and ReT involvement and group assignment. 
Multiple sex partners (ORadj =6.7,95% CI = 2.4
18.4) remained significantly associated with nondis
closure and sex bought (ORadj = 5.0, 95% CI = 1.0
23.5) became marginally significant in this multivari
ate model. 

DISCUSSION 

Approximately one-third (32%) of HIV
infected persons with a history of alcohol problems 
did not disclose their HIV serostatus to one or more 
sex partners. The percentage of nondisclosure is 

comparable to that previously reported by HIV 
clinic samples using similar questions and time
frames (Duru et al., 2003; Stein et al., 1998). The 
finding that one-third of HIV -infected patients did 
not disclose their HIV serostatus to all sex partners 
is problematic, particularly given the fact that 39% 
of nondisclosing participants did not use condoms 
consistently. Similar to previous studies (Duru et al., 
2003; Stein et al., 1998), condom use was not related 
to disclosure. Given that most of our sample was 
tied into HIV clinical care for 6 months or more at 
assessment, results from this study support the need 
for better sexual risk reduction programs promoting 
condom use and disclosure of serostatus to sex 
partners within the clinical care setting. 

Findings from this study additionally demon
strate that the odds of nondisclosure of HIV serosta
tus were significantly higher among participants who 
had multiple sex partners in the past 6 months 
and participants who had purchased sex in the past 
6 months. Although previous studies have demon
strated that nondisclosure is more common among 
those reporting multiple sex partners and within the 
context of more casual sexual relationships (Duru 
et al., 2003; Niccolai et al., 1999; Perry et al., 1994; 
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Stein et aI., 1998), this study offers the first demon
stration that those buying sex with drugs or money 
are significantly more likely to report nondisclo
sure. Further, an association between buying sex and 
nondisclosure is observed even after controlling for 
multiple partners. Notably, this association is only in
dicative of men, as only men in our sample reported 
buying sex. Nonetheless, these results, as well as the 
trend suggesting an association between nondisclo
sure and selling sex, support the idea that disclosure 
may be less likely in the context of more casual sex
ual encounters in which one may feel less obligated 
or safe disclosing to their sex partner (Klitzman and 
Bayer, 2003). 

Findings from this study further suggest that less 
disclosure among those reporting sex trade and mul
tiple sex partners is not counteracted by increased 
condom use. As mentioned above, disclosure is not 
related to condom use; additionally, study findings 
suggest higher odds of nondisclosure among those re
porting recent STD. Those reporting a recent STD 
had almost 6 times the odds of nondisclosure as com
pared with those not reporting a recent STD. The 
lack of statistical significance of this finding despite 
the large effect size is likely due to the small number 
of participants reporting recent STD. Overall, these 
results speak to the need for prevention programs 
that focus on promotion of condom use during sex 
trade and within casual sexual relationships, regard
less of willingness or comfort disclosing to these part
ners. 

Consistent with previous research (Duru et al., 
2003; Stein et aI. 1998,), recent drug and alcohol use 
were not related to disclosure. Victimization from 
physical abuse was also not related to disclosure, but 
victimization from sexual abuse was. Participants re
porting sexual abuse had about six times the odds of 
nondisclosure of HIV serostatus. Again, these find
ings were not statistically significant likely due to 
small numbers of participants reporting victimiza
tion from sexual violence. Although previous studies 
have identified high rates of sexual abuse among peo
ple living with HIV/AIDS (Gielen et al., 2000; Sow
ell et aI., 1999; Zierler et al., 2000), research has not 
specifically assessed sexual abuse and nondisclosure. 
Given the lack of choice given to people being vic
timized in a sexual attack, opportunity for disclosure 
may not occur or may place the individual at greater 
risk. 

Overall, these results support the need for in
terventions to facilitate disclosure and condom use 

among HIV-infected persons with a history of al
cohol problems, particularly those reporting sex 
trade and multiple sex partners. Given recent study 
demonstrating that a second infection with a differ
ent HIV-1 strain can occur and accelerate disease 
progression among people living with HIV (Allen 
and Altfeld, 2003), increasing consistent condom use 
with this population will reduce risk for both the in
fected individual and their partner. 

There are certain limitations to the current 
study. These include reliance on self-report, poten
tial social desirability and recall biases, and use of a 
modest sample size; cross-sectional data analyses also 
preclude assumptions of causality. Additionally, our 
sample cannot be generalized to HIV-positive indi
viduals as a whole; however, it does appear to be gen
eralizable to sexually active HIV-infected persons 
with alcohol problems (Samet et al., 2004).These lim
itations speak to the need for further longitudinal 
studies of nondisclosure to sex partners among HIV
infected individuals with and without a history of al
cohol problems. Additionally, use of larger samples 
in future research would allow further exploration of 
the effects of both gender and sexual orientation. 

An additional limitation of this study was the 
use of a dichotomous measure of nondisclosure. Par
ticipants reporting nondisclosure to one sex partner 
is categorized the same as those reporting nondis
closure to all sex partners, but associations between 
disclosure and sex sold may differ between these 
groups; our current measure of disclosure precludes 
our ability to assess such associations. Our measures 
also did not assess whether nondisclosure was specif
ically occurring in the context of non-condom use, 
sex trade, substance abuse or violence; further re
search is needed to assess the contexts of nondisclo
sure. Recent qualitative research with gay men in San 
Francisco indicates that HIV-infected men disclose 
their HIV serostatus in adherence with community 
norms, but unprotected sex was more rather than less 
likely in the context of their disclosure (Sheon and 
Crosby, 2004). Further research is needed to assess 
the context of nondisclosure in more detail. 
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The current study of South Asians in the United States was designed to assess quantita
tively the association between intimate partner violence (IPV) and emotional abuse by in
laws (n = 169) and to qualitatively identify via in-depth interviews with battered women 
(n =23) forms of abuse perpetrated by in-laws. Quantitative findings demonstrate a sig
nificant relationship between IPV and abuse from in-laws (odds ratio =5.7, 95% confi
dence interval = 1.5-21.5). Qualitative data demonstrate that abuse by in-laws includes 
emotional abuse (e.g., isolation, social and economic control, and domestic servitude), 
awareness or support of IPV, and direct physical abuse. Domestic violence interventions 
with South Asian women must consider abuse from in-laws and IPV experiences. 
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South Asians-people of Indian, Pakistani, Bangladeshi, Nepali, Sri Lankan, 
Bhutanese, or Maldivian ancestry-s-compose one of the largest and fastest-growing 

populations in the United States (Barnes & Bennett, 2002; Indian American Center 
for Political Awareness [IACFPA], 2004; Migration Information Source [MIS], 2005; 
U.S. Department of Commerce, Bureau of the Census, 2003) but remain largely 
ignored in the research literature. One topic that has been investigated in this popula
tion is intimate partner violence (IPV). Reported rates of IPV among South Asian 
women in greater Boston range from 20% to 40% (Raj & Silverman, 2002b; Raj, 
Silverman, McCleary-Sills, & Liu, 2005); these rates are disproportionately higher 
than those seen in representative samples of women from Massachusetts and the 
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United States (Hathaway et al., 2000; Tjaden & Thoenes, 2000) and than those of 
some Indian provinces (Martin, Tsui, Maitra, & Marinshaw, 1999). Given these dis
proportionately high rates of IPV, combined with the doubling in size of this U.S. 
population from 1990 to 2000 (Asian American Federation of New York, 2004; 
Barnes & Bennett, 2002), there will be increased need for health care providers and 
legal and social service providers for battered women to understand family violence 
against South Asian immigrant women in the United States. One recognized cultural 
aspect of violence against South Asian women is abuse by in-laws. 

Although popular press media (Mehra, 2003; "Pregnant Woman," 2004; Singh, 2000) 
and internationally recognized Asian Indian films such as Bandit Queen (Kapur, 1995) 
and Fire (Mehta, 1997) have profiled in-law-perpetrated emotional abuse of South Asian 
women, there has been a paucity of research exploring both the range of experiences of 
abuse by in-laws and its relation to IPY. Research in India has documented both abuse 
from in-laws (Ramanathan, 1996) and increased risk for partner violence by Indian men 
whose parents are dissatisfied with their dowry (Verma & Collumbien, 2003). Smaller, 
primarily qualitative studies with South Asian battered women in the United States 
demonstrate that in-laws tolerate or support the partner violence and also may directly 
perpetrate emotional and physical abuse against these women (Abraham, 1999; Mehotra, 
1999; Rianon & Shelton, 2003; Supriya, 1996). Notably, this work indicates that 
mothers-in-law and sisters-in-law are more commonly the perpetrators of these types of 
abuse (Mehotra, 1999; Supriya, 1996). Unfortunately, none of this research was specifi
cally designed to assess the association between in-law abuse and IPV reported by 
women, nor was it developed to provide insight into the forms of abuse perpetrated by 
in-laws. Building on previous work, the purpose of this study is twofold: (a) to assess 
quantitatively the prevalence of emotional abuse by in-laws and its relation to IPV among 
a community-based sample of South Asian women residing in greater Boston and (b) to 
describe types and experiences of emotional and physical abuse perpetrated by in-laws 
using qualitative data from local South Asian victims of IPY. 

Method 

This project was conducted in two components: (a) a quantitative survey assessment 
with South Asian women currently in heterosexual relationships (N =210) and (b) in
depth interviews with South Asian women reporting a history of victimization from a 
male partner (N =23). Methods for both components are outlined below; the Institutional 
Review Board of Boston University Medical Center approved these studies. 

Method for Survey Assessment With South Asian Married Women 

Participants in the cross-sectional survey (N = 210) were recruited via community 
outreach (fliers, snowball sampling, referrals) to participate in a South Asian 
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women's health study conducted from August 2001 to January 2002; the recruitment 
strategies used did not allow the assessment of response rates. Survey data were col
lected through 15-minute, anonymous surveys offered either at locations deemed 
convenient by participants (e.g., participants' homes or nearby libraries) or over the 
phone for women who preferred not to complete the survey in person (n = 9). The 
survey included demographic questions and assessments of history of IPV and 
health outcomes. All survey data were collected in English. Data included in the cur
rent analyses excluded two participants who did not answer IPV questions and 39 
participants who were unmarried at the time of the interview, yielding a sample size 
of 169 for the current quantitative analyses. 

Written consent was obtained from all participants surveyed in person; verbal 
consent was obtained from all telephone participants. Participants received $15 for 
their participation. Subsequent to survey administration, all participants received a 
list of referrals for culturally tailored IPV, mental health, and sexual health services. 
Telephone participants received this list verbally at the time of the interview and later 
received a copy of the list, the consent form, and the monetary incentive by mail. 
Women trained in women's health and survey administration served as proctors and 
interviewers for this study. 

Survey sample. Participants in the cross-sectional survey (n = 169) ranged in age 
from 22 to 68 years (Mdn = 32 years). The vast majority of participants (95.9%) 
were Indian; 98.2% were not U.S.-born. One third of the sample (30.2%) were U.S. 
citizens; 30.2% were legal permanent residents, and 27.8% were on spousal visas 
(i.e., their visa status was dependent on the employment of their spouse in the United 
States). Immigrants reported immigration from 6 months to 40 years ago (Mdn = 6.0 
years); 26.5% of the sample had immigrated within the past 2 years. The sample 
earned a relatively high income and was highly educated, with 69.0% reporting an 
annual household income of $50,000 or greater and 47.3% reporting postgraduate 
training; 12.4% of the sample reported a high school education or less. Almost all 
participants reported a South Asian husband (98.8%), and 70.2% had children. 

Measures. Single survey items assessed personal and partner demographics, 
including age, income, education, country of birth, years in the United States, current 
visa or citizenship status, and relationship status and length. Four items adapted from 
the Massachusetts Behavioral Risk Factor Surveillance System (Massachusetts 
Department of Public Health, 2000) were used to assess physical abuse (l item), sex
ual abuse (2 items), and injury from abuse (l item) by their current male partner; 
response options for these items were "Yes, 1-2 times in the past year," "Yes, more 
than 2 times in the past year," "Not in the past year but previously in our relationship," 
and "Never in our relationship." Emotional abuse from in-laws was measured via a 
single item, created for use in this survey, that asked married participants if they had 
ever been emotionally abused (e.g., sworn at, called stupid or crazy, kept from seeing 
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family or friends) by their in-laws. For those reporting emotional abuse by in-laws, 
they were asked an open-ended question regarding which in-laws had done this. 

Data analyses. Frequency analyses were conducted with cross-sectional survey 
data from South Asian women to assess prevalence of emotional abuse against the par
ticipant by an in-law and the type of in-law who perpetrated the abuse. An odds ratio 
(OR) and a 95% confidence interval (CI) were generated via simple logistic regression 
analysis to assess the association between emotional abuse by in-laws and IPV. 

Method for In-Depth Interviews With South Asian Victims of IPV 

In-depth interview participants (N =23) were recruited via referral from commu
nity leaders known for assisting battered women and via outreach to all participants of 
the cross-sectional survey. We asked women with a history of IPV to participate in a 
study of South Asian women's experiences of abuse and mistreatment in their rela
tionships. This study was conducted from August 2001 to May 2002. Two of the 23 
survey participants were recruited from the cross-sectional survey. Again, the recruit
ment strategies did not allow assessment of response rates. Interview data were col
lected on IPV, help seeking, the immigrant experience, and health through 60- to 
90-minute, confidential, audiotaped interviews offered in convenient and secure loca
tions of the participants' choosing. Survey data were also collected on demographics, 
IPV, and related help seeking. Because of resource limitations, we planned to collect 
all data in English; however, some interviewees lapsed into South Asian languages for 
parts of interviews. We attempted to elicit repetition of the information in English, but 
when participants were unable to translate, we translated interviews on transcription. 
Survey data were linked to transcribed or translated and transcribed tapes via unique 
identifiers to preserve confidentiality. 

Written consent was obtained from all interviewees. On interview completion, all 
interviewees received $65 in incentive payment ($50 for the interview and $15 for 
the survey) and a list of referrals for culturally tailored IPV, mental health, and sex
ual health services. Women trained in women's health and survey and in-depth inter
view administration served as proctors and interviewers for the studies. 

Sample. In-depth interview participants (N = 23) ranged in age from 25 to 53 
years (Mdn =37 years). This sample was less educated and earned a lower income 
than the survey sample. One fourth of interviewees (26.0%, II =6) reported a high 
school education or less; 39.1% (n = 9) of the sample had postgraduate training. One 
third of the sample (34.8%, n =8) reported an annual household income of $20,000 
or less; 34.7% (n =8) reported an annual household income of $50,000 or more. The 
majority of the interview sample (65.2%, n = 15) was Indian, and 30.4% (n = 7) were 
Bangladeshi; one participant was Nepali. All were non-U.S. born; 56.5% (n = 13) 
were legal permanent residents, 17.4% (n =4) were U.S. citizens, and 13.0% (n =3) 
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were on spousal visas. Participants had been in the United States for 0.5 to 20 years 
(Mdn =6 years); 56.5% came to the United States because their partner resided in 
the United States or was to come to the United States for his educational or employ
ment opportunities. Approximately half of interviewees (47.8%, n = 11) were cur
rently involved with their abusive partner. 

Measures. Measurement for the in-depth interviews involved 12 open-ended 
questions regarding participants' relationship with their abusive husband, the types 
of abuse experienced, family involvement and awareness of abuse, perceived physi
cal and mental health-related effects of the abuse, present physical and mental health 
status, and utilized or needed social, legal, and health services. 

Data analyses. Qualitative data analysis of semistructured, in-depth interviews was 
conducted using a grounded theory approach such that codes were generated itera
tively. According to Glaser and Strauss (1967), the grounded theory approach uses an 
emergent theme technique for iterative code generation. In addition, it provides the 
researcher with tools to link concepts to facilitate development of a model for under
standing human experience (Glaser & Strauss, 1967; Strauss, 1987; Strauss & Corbin, 
1990). Based on this approach, our qualitative research team (two trained coders and 
the principal investigator) read each transcript, identifying and recording (memoing) 
themes. Following review of the 23 transcripts, memos were reviewed for recurring 
themes across transcripts. These were viewed as emergent codes. Following this initial 
memoing, the two coders reviewed text for each code category and memoed linkages 
across categories. Segments of transcriptions could receive multiple codes. Intercoder 
reliability was assessed using the technique used by Carey, Morhan, and Oxtoby 
(1996). This technique involved the coders independently coding the transcriptions and 
then coming together to reach consensus. In cases of disagreement between coders, the 
principal investigator made the final decision. This process generated the following 
emergent themes related to abuse by in-laws: control and isolation, economic control, 
criticism of her family and their dowry provision, verbal abuse, domestic servitude, 
delaying access to food, physical abuse, and tolerance or support of IPY. Quotes from 
these themes were included to support and explain quantitative findings. 

Results 

Results From Survey Assessment With South Asian Married Women 

IPV in the current marital relationship was reported by 23.1 % of survey partici
pants (n = 169), and emotional abuse by in-laws was reported by 5.9% of participants. 
Only 3 of the 10 participants reporting abuse by in-laws reported the perpetrator's 
relationship to them. One indicated abuse by the father-in-law, mother-in-law, and 
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sister-in-law, one reported abuse by the mother-in-law only, and one reported abuse 
by the sister-in-law only. Logistic regression analysis revealed that participants with 
a history of IPV were significantly more likely than those with no such history to 
report emotional abuse by in-laws (OR =5.7, 95% CI = 1.5-21.5). Among partici
pants reporting no IPV in their current relationship, 3.1 % reported emotional abuse 
from in-laws. Among participants reporting IPV in their current relationship, 15.4% 
reported emotional abuse from in-laws. 

Results From In-Depth Interviews With South Asian Victims of IPV 

Emotional abuse. Of the 23 IPV victims participating in our in-depth interviews, 
12 (54.5%) reported emotional abuse from in-laws. In their interviews, they described 
various forms of emotional abuse by in-laws, including isolation, economic control, 
verbal abuse and degradation, criticism of her family and complaints about dowry, 
domestic servitude, and controlling intake or access to food. 

Control and isolation. Women spoke at length of the ways their in-laws would iso
late them, limit their contact with family, and control the way they spent their time: 

I could not use the phone to call my family in India. Even though my sister had given 
me a calling card to call her with, I always had to sneak the phone calls in when my 
husband was at work and my mother[-in-Iaw] and father-in-law were at church or oth
erwise out of the house. I was trapped in my husband's family's home without the abil
ity to communicate freely. 

It ... was just me being in the house all of the time with no permission to do anything 
by my own, no permission to call my parents .... [When I asked] "Why am I not 
allowed to go out?' [My in-laws responded] "No, because this is a rule of our family; 
you're not supposed to go out and step out of the house without your husband being 
with you." 

I was not allowed to watch TV, nothing, I couldn't do anything .... So [my husband] 
would call me [from America when I was in India with his family], [my mother-in-law] 
wouldn't even let me talk to my husband. 

Economic control. Women described how their in-laws prevented their economic 
autonomy and how this affected their freedom and self-confidence, often through the 
abusive husband. 

We got the [wedding] gifts and everything, cash, and I don't really know because 
my in-laws, basically my mother-in-law, did not show me any of the gifts we 
received [My mother-in-law said to me] "This is a watch that I think you should 
have it We received a lot of cash but because we spend on the wedding, we took 
the cash." 
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I and my husband lived together [without my in-laws], but even that didn't tum out to be 

okay because my husband used to call his mother .... If I need clothes ... a phone card 
[to call India], I have to take permission from my husband. My husband has to take per
mission from his mother .... If mother agrees yes and his father agrees yes, then it's a yes. 

[Since my in-laws had the money,] [my father-in-law] would go shopping and he 
would decide for me, what colors to buy, what clothes to buy .... I started to lose 
my self-confidence. 

Verbal abuse and degradation. Almost all of the women reporting abuse from 
in-laws described verbal abuse and degradation. This form of abuse most commonly 
involved questioning her character and her contributions to the family and household. 

My mother in-law ... stayed with me for 4 months here. She always used to scold me 
that her son was not happy with me .... [She would say], "You do not have a good 
character .... It is our fate that we got married to such a worst girl in our life." 

She'd call me names. She'd called me names like prostitute. She'd threaten me ... [that 
she would] get her son to divorce me. 

[My mother-in-law and father-in-law would say], "You are good for nothing. You sit 
and you eat and you have no shame. And you don't realize how much money and how 
many dollars you have wasted by not earning and just sitting at home and eating food." 

Criticizing her family and complaints about dowry. They also described enduring 
criticisms about their family and complaints about insufficient or lack of dowry. 

[My mother-in-law] used to say to me, ... "Your mom was not at all a nice per
son ... and we are the ones who are suffering. And we did not get a proper dowry." 

The reason I think my mother-in-law was not happy with our wedding and stuff was 
because, umm, my parents didn't give enough .... My mother-in-law told me that she 
didn't get enough [from my family] and that people were laughing at her. 

Domestic servitude. One of the most common forms of abuse perpetrated by in
laws was forced servitude; every mention of this type of abuse was at the hands of 
the mother-in-law. This was commonly described as starting early in the marriage 
when the daughter-in-law first came home and lived with her in-laws, and then it 
would continue through visits once the woman no longer lived with her in-laws. This 
servitude was demanded regardless of the woman's pregnancy condition. 

And the next day of my marriage it was like, "Oh well, here's the soap and here's the 
broom. Clean the bathroom first and then iron the clothes." And it was a heap of clothes 
to iron and I was really shocked. 

Even though we had a washing machine, my mother-in-law continued to demand that 
I wash the heavy clothes, curtains, and turbans by hand, which was very difficult for 
me, since I was already 5 months pregnant. 
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My mother-in-law wants me to massage her legs every night before I sleep, when I was 
9 month pregnant. At the time also, she wants me to work so much. I didn't know what 
I can do. 

Denied or delayed access to food. In conjunction with their role as domestic 
servant for the household, many women described how they were not allowed to join 
the family at meals and were required to wait until the family had completed their 
meal before being allowed to eat. 

All of item, whatever I used to cook but I won't get it .... If she is home, the mother 
is always home, so I won't get food. And whenever he [my husband] will come, he will 
give me a little. Little. But not like if I cooked four or five things in the dinner table, I 
will get only rice and daal. 

Meanwhile my mother-in-law was treating me worse .... She then started prohibiting 
me from eating meals with the family. He and his parents then started forcing me to 
prepare and eat meals with meat in them [the participant was a vegetarian] .... After 
doing all this for my husband and his family, I still was not allowed to eat with them. 

Physical abuse. Although neither in-laws' involvement with IPV nor their perpe
tration of physical abuse was measured in our survey with cross-sectional survey 
participants or in-depth interviewees, it was described by some of our interviewees, 
although less often than was emotional abuse. Women reported that their in-laws, 
particularly their mother-in-law, were often aware of and tolerated the IPV being 
perpetrated against them, and at times instigated the IPV or directly assaulted the 
women themselves. 

In-lawstolerance or support of IPV perpetration. Women described their mother
in-law's tolerance and sometimes even support of the IPV their sons perpetrated against 
their wives, not coming to aid the victim even when called at times of victimization. 

When his mom was there for the 4 months, he like used to make me touch her feet and 
apologize to her saying that like I was a bad girl who had entered into their life and I, 
uh, I had to pay as a slave and dog .... His mother never tried to stop when I was act
ing in this way. 

He would hit me in front of his mom. Initially, she would worry a bit because she would 
worry I might complain to, in that view she used to stop 2 to 3 times when she was here, 
but after that she would never try to intervene in between us. I mean there were 
moments like when he would hurt me so bad that I couldn't walk and like I would 
scream for help, calling for her, but she never came. 

In-laws' incitement of IPV. Furthermore, some women described feeling that, at 
times, their mother-in-law actually incited the IPV perpetrated. Mothers-in-law were 
often blamed for the violence of their sons. 
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[My mother-in-law] would complain it to [her] son. That "she didn't do this thing 
right," that "she purposely didn't do it the way I wanted her to do it." ... And he would 
slap me or he would do something to me so I am not doing it again. 

He used to hit me a lot. If his mother said there was too little salt in the food, he would 
hit me .... When he used to come back from work ... his mother would complain 
[about me]. Almost all the time he would hit me because of his mother. 

[My brother-in-law and sister-in-law] tell my husband that I tell bad things about my 
in-laws to outsiders. My husband becomes very angry and beats me up, sometimes he 
even throttles me. 

In-laws' perpetration ofphysical abuse. Some interviewees described experienc
ing severe physical abuse from in-laws, again even during pregnancy. Although par
ticipants reported physical abuse by their brothers-in-law and sisters-in-law, physical 
abuse by their mothers-in-law was more often discussed. 

I had to wake up at 4 o'clock. I had to scrub all the dishes, make chappatis, cook for 
the whole big family .... Each time I made a mistake, [my mother-in-law] used to hit 
me. She never used to give me to eat or drink. I was starving. 

So that time when I came from the hospital [after being abused by her husband] also, 
she really hit me. She said, "You are my daughter-in-law. We got you married to my 
son and you have to listen to everything he says. For his happiness you have to agree 
for everything he wants you to do," 

[My mother-in-law] used to hold my hair and bang my head to the wall. Sometimes she 
used to beat me with firewood. I have marks wherever she used to beat me. She burnt 
me with firewood, too. 

One time [my mother-in-law] poured kerosene in my hair to bum me ... and she closed 
the door. She was hinting for matches and we have gas lighter ... and she didn't know 
how to use one. One time, I was pregnant with my son ... 8 months, she pushed me 
into the well .... She physically abused me a lot. 

Discussion 

Findings from our quantitative study of married South Asian women in the United 
States indicate that emotional abuse by in-laws is not common but is significantly 
more likely among women experiencing IPV. Although 15% of women reporting 
IPV also reported emotional abuse by in-laws, only 3% of women who were not in 
a relationship in which IPV had occurred reported emotional abuse by in-laws. 
These findings demonstrate a significant link between IPV and emotional abuse by 
in-laws in this population. 

Results from this study also document the various types of emotional abuse 
inflicted on South Asian female IPV victims by their in-laws. These include isola
tion, social and economic control, verbal abuse and degradation, dowry complaints, 
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and domestic servitude; these forms of abuse are notable in their overlap with forms 
of violence commonly perpetrated against women by their abusive partner (National 
Coalition Against Domestic Violence [NCADV], 2004). This overlap suggests that, 
similar to male-perpetrated IPV against women (NCADV, 2004), in-laws' abuse of 
South Asian women stems from an entitlement to control these women and is based 
in patriarchy and traditional ideologies of female inferiority and servitude. 

In addition to in-law-perpetrated emotional abuse of South Asian women, our quali
tative research also documents in-laws' direct physical abuse of these women and in
laws' tolerance, support, and even incitement of male-perpetrated IPV among our South 
Asian sample of IPV victims. These findings are consistent with those reported in previ
ous studies of South Asian victims of IPV (Mehotra, 1999; Supriya, 1996). These find
ings in conjunction with the quantitative findings discussed above suggest that abusive 
in-laws and batterers may be reinforcing one another's abuse of women as they support 
one another's entitlement. Notably, this in-law abuse and reinforcement seems to most 
often stem from the mother-in-law. These findings are consistent with previous research 
with South Asian women and with women from Arab, other Asian, and Hispanic immi
grant groups (Haj-Yahia, 2000; Huisman, 1996; Leung, Kung, Lam, Leung, & Ho, 2002; 
Mehotra, 1999; Morash, Bui, & Santiago, 2000; Supriya, 1996). Increased likelihood of 
abuse by mothers-in-law as compared with other family members may be attributable, in 
part, to a female hierarchy based on generation and being the mother of a son. Rather 
than bond formation among women in the family context, a pecking order may become 
established, providing the mother-in-law with the greatest power and entitlement among 
women and the daughter-in-law with the least power. 

Notably, despite mass media emphasis on the role of joint family systems in 
abuse of South Asian women by in-laws (Mehra, 2003; "Pregnant Woman," 2004; 
Singh, 2000), none of the 9.5% of women residing with their in-laws at the time of 
the survey reported a history of abuse from in-laws. Joint family systems are a South 
Asian cultural norm and involve the woman leaving her home at marriage and resid
ing in the home of her husband with his parents, younger siblings, and potentially 
adult brothers and their families. Although several in-depth interviewees (all of 
whom were victims of IPV) did describe experiences of abuse from in-laws while 
they were residing with the in-laws, they also described experiences of abuse from 
in-laws during their visits to the in-laws' homes and their in-laws' visits to their 
homes and of intentionally inciting the husband's abuse of his wife through tele
phone conversations. Thus, it appears that although the joint family system, which 
requires patrilocality (residence closer to the husband's family) and inhibits matrilo
cality (residence closer to the wife's family), may facilitate opportunities for abuse 
of women by in-laws, it is not a necessary context for this mistreatment. These find
ings are consistent with our previous work demonstrating that neither residing in a 
joint family system nor having an arranged marriage is related to higher rates of IPV 
among South Asian women (Raj & Silverman, 2002a). 

Findings from the current study must be considered in the context of certain 
limitations; these include the use of English-only instruments (although many 
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interviewers were bilingual and able to translate) and convenience samples. 
Community outreach may not have effectively reached the most isolated women, 
among whom IPY and abuse from in-laws may be more prevalent. Our higher socioe
conomic status, predominantly Asian Indian samples may limit generalizability of 
study findings, although immigration patterns in the United States maintain Asian 
Indians as the largest South Asian immigrant group, with more highly educated 
Asian Indians being more likely than less educated Asian Indians to come to the 
United States (Barnes & Bennett, 2002; IACFPA, 2004). Nonetheless, the English
based assessments likely resulted in overrepresentation of highly educated, English
t1uent women in this study. 

Additional limitations of the quantitative survey study include the use of cross
sectional data analyses that cannot be used to indicate causality but can only be used 
to assess the association between IPY and emotional abuse by in-laws. Regression 
analysis using such a small sample size must also be interpreted conservatively, as the 
wide CI because of this sample size and low frequency of emotional abuse by in-laws 
provide a less stable estimate. Finally, both abuse by in-laws and IPY prevalence rates 
were likely underestimated among this sample because of reliance on self-report, 
reliance on community outreach for recruitment, and use of more conservative mea
sures (i.e., single items with more limited definitions of IPY and use of a single item 
that measured only emotional abuse from in-laws). In a previous study with a similar 
sample (see Raj & Silverman, 2002b), a more extensive measure of IPY was used, 
contextualizing these experiences as "fighting" rather than "abuse," and a far higher 
(40% vs. 23%) prevalence ofIPY was observed. Additional research, both qualitative 
and quantitative, with larger and more representative samples from South Asian and 
other racial/ethnic groups is needed to provide further insight into this issue. 

Despite these limitations, findings from this study for the first time demonstrate the 
interrelationship between abuse by in-laws and IPY among South Asian women and 
document the varied forms of emotional and physical abuse perpetrated, particularly 
by mothers-in-law, against South Asian female victims of IPY. These findings have 
critical implications for current IPY prevention and intervention efforts with South 
Asian women. Although current intervention practices focus on promoting and restor
ing a woman's safety from her husband, findings from this and other studies mentioned 
above indicate the need to assess the role of a woman's in-laws in the abuse, regard
less of whether she is currently residing with her in-laws. South Asian community 
advocates, domestic violence advocates, and legal, health, and social service providers 
should recognize that abuse by in-laws is not likely a result of South Asian cultural 
practices, such as the joint family system and arranged marriage, but is rather sup
ported through traditional, patriarchal ideologies that promote female submission and 
servitude to the husband and his family. Characterizing South Asian cultural practices, 
such as living with in-laws, as abusive not only is inaccurate but also, without consid
ering a broader context, will likely alienate South Asian women in crisis, resulting in 
missed opportunities for effective outreach and community dialogue. 
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Some specific areas in which consideration of in-law abuse can be incorporated 
into existing prevention and intervention practices are as follows: 

•	 Build a health care response by screening for abuse by in-laws among South Asian 
women identified as being in an abusive relationship. By expanding screening and 
safety assessments to include a larger familial context, the health care response to 
IPV in this community may improve. 

•	 Identify types of legal assistance available for women reporting abuse by in-laws. 
These can include restraining orders and options for prosecution of in-laws who 
have been physically abusive. 

•	 Provide social services and counseling services that consider abuse by in-laws and 
its effects on women who have been victimized by IPY. Such services should assess 
the role of and relationships with the in-laws throughout the marriage for better 
insight into how the relationship with the in-laws affected the IPV. 

•	 Provide community education on IPV that includes discussions of abuse by in-laws. 
These discussions, of course, must maintain the perspective that although certain 
cultural practices, such as the joint family system, may facilitate abuse by in-laws, 
abusive behavior toward the daughter-in-law can only occur with in-laws who hold 
patriarchal ideologies and entitlement to abuse. 

Although the current study dealt specifically with South Asian women, the impor
tance of these findings is unlikely limited to this population, as abuse by in-laws has 
been documented in White, African American, Hispanic, Arab, and other Asian com
munities as well (Haj-Yahia, 2060; Huisman, 1996; Leung et aI., 2002; Mehotra, 1999; 
Morash et aI., 2000; Zink, Elder, Jacobson, & Klostermann, 2004). Further research is 
needed to better understand the prevalence of abuse by in-laws, its relation to IPY, and 
the forms of this abuse within diverse racial/ethnic populations. 
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Perpetration of Intimate Partner Violence 
Associated With Sexual Risk Behaviors 
Among Young Adult Men 
IAnita Raj, PhD, M. Christina Santana, MPH, Ana La Marche, SA, Hortensia Amaro, PhD, Kevin Cranston, MDlv, and Jay G. Silverman, PhD 

Extensive evidence from diverse populations 

of women has shown that intimate partner 

violence (IPV) victimization-a health issue 
l 7-isestimated to affect 1 in 4 US women -

significantly associated with low contracep

tive and condom use and adverse sexual and 

reproductive health outcomes (e.g.,pelvic 

pain, menstrual abnormalities, sexually trans
mitted disease (STD)/HIV. unwanted preg
nancy, and multiple abortions). 8-10 TIllsre

search has primarily been limited to studies 

of female IPY victims and has rarely in

cluded reports from male perpetrators. Al
though research that has included women's 

and girls' reports of male partner behavior 

shows a potential association between high 

rates of IPV perpetration and sexual risk be
haviors among young adult men,lI-18 there 

has been little direct study of whether abu

sive male partners pose a greater sexual risk 
to women because of the men's own risky 

sexual behaviors. Within qualitative studies. 

battered women have reported that abusive 

male partners prevented them from using 

contraception and thus, forced them to have 

unprotected sex, sometimes for the purposes 

of conception.19.20 The sole study of sexual 

risk behaviors and IPV that was conducted 

with men showed that IPV perpetration was 

associated with sexual infidelity, multiple sex

ual partners, and unprotected anal sexual in

tercourse." This sample was drawn from a 
methadone treatment clinic and thus limited 

generalizability of the study findings. No pub
lished study to date has assessed the associa

tion between IPV perpetration and father
hood (i.e., having fathered children) among 

men. Our goalwas to build upon the previ

ousstudies by assessing the association of 
IPV perpetration with sexual risk behaviors 

and fatherhood among a sample of young 

adult men who attended a large urban com

munity health center. 

Objective. We assessed the association between intimate partner violence (IPV) 
perpetration and sexual risk behaviors and fatherhood (having fathered children) 
among young men. 

Methods. Sexually active men aged 18 to 35 years who visited an urban com
munity health center and who reported having sexual intercourse with a steady 
female partner during the past 3 months (N =283) completed a brief self
administered survey about sexual risk behaviors, IPV perpetration, and demo
graphics. We conducted logistic regression analyses adjusted for demograph
ics to assess associations between IPV and sexual risk behaviors and fatherhood. 

Results. Participants were predominantly Hispanic (74.9%) and Black (21.9%). 
Participants who reported IPV perpetration during the past year (41.3%) were 
significantly more likely to report (1) inconsistent or no condom use during vagi
nal and anal sexual intercourse, (2) forcing sexual intercourse without a condom, 
(3) having sexual intercourse with other women, and (4) having fathered 3 or 
more children. 

Conclusion. IPY perpetration was common among our sample and was asso
ciated with increased sexual risk behaviors. Urban community health centers 
may offer an important venue for reaching this at-risk population. (Am J Public 
Health. 2006;96:1873-1878. doi:10.2105/AJPH.2005.081554) 

METHODS	 and to better ensure anonymity. The consent 

procedures, informed consent infonnation 

English- and/or Spanish-speaking men sheet, and survey were offered in either En

aged 18 to 35 years who reported having glish or Spanish; the Spanish versions were 

sexual intercourse with a female partner dur professionally back-translated for use in our 

ing the past 3 months were recruited from a study. After survey completion (approxi

large urban community health center in Bos mately 20 minutes), participants were given 

ton, Mass, that primarily serves lower-income $15 for their time and were informed about 

Hispanic and Black clients. On the basis of health center services, including HIV coun

these inclusion criteria, men who entered the seling and testing, STD testing, and social ser

health center were screened at registration vices related to substance abuse and IPV. 

by trained research staffwho were fluent in 

both Spanish and English. Men were PartIcipation 
screened if they came to the health center Participants were recruited from April 

for their own care or if they were accompa 2004 to February 2005. Of the 432 men 

nying someone else. Those who agreed to who were approached, 354 were eligible: 29 

participate in a brief, anonymous men's refused to participate, which resulted in a 

health survey were then escorted by research 92010 participation rate. Forty-eight percent of 

staff to a private room, where individuals the participants were at the health center for 

were screened for a second time to verify eli their own health care, 46% were accompany

gibility. Upon obtaining oral consent, the self ing a female partner or childto appointments 

report paper survey was administered; oral for their own heath care, and 60{0 were at

rather than written consent was used to elim tending a health fair. After the surveys were 

inate the need for participants' signatures reviewed, 18 of the 325 survey participants 
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were excluded because of their age (n= 6) or 

because they had not had sexual intercourse 

with a female partner during the past 3 

months (n= 12). Of the remaining 307 partic

ipants, 92.2% (n=283) reported that they 

had a steady female partner and that they 

had had vaginal sexual intercourse during the 

past 3 months with this partner. Our analyses 

were limited to these individuals. 

Survey Measures 

Single items assessed participants' age, 

race/ethnicity, education level, income, em

ployment, relationship status, length of rela

tionship, English language fluency, nativity, 

and length of residence in the continental 

United States. Single items also assessed sex

ual risk behaviors with the reported main fe

male sexual partner during the past 3 months 

(inconsistent or no condom use during vagi

nal sexual intercourse; inconsistent or no con

dom use during anal sexual intercourse; vagi

nal or anal sexual intercourse, or both, with 

other female sexual partners; and inconsistent 

or no condom usewith non-main female sex

ual partners). All these items were created for 

usc in previous research that was conducted 

with yOWlg women of similar demographics 

who were recruited within the same health 
center as our study.22.23 

Forced sexual intercourse without a con

dom during the past year was assessed with a 
single item from the Conflict Tactics Scale-2 

(CfS-2), a 39-item inventory of abusive be

haviors.24 Fatherhood was assessed with a 

single question about the number of children 

respondents had fathered, and 2 variables 

were created from thisquestion: having fa

thered any children and having fathered 3 or 

more children. Having fathered 3 or more 

children was created as a variable to indicate 

higher than average fertility in accordance 
with US Census 2000 data, which showed 

that the average number of children in both 
US and Massachusetts households with chil
dren was 1.9,25and the average number of 

minor children was close to equivalent across 

racial!ethnic groups." 
Participants' perpetration of physical vio

lence and sexual violence during the past 
year and ever were assessed with the perpe
tration items from the CTS_2,24 which was 

developed to assess psychological, physical, 

and sexual aggression by partners who are in 

dating, cohabitating, or marital relationships. 

We used the crS-2 because of its reliability 

and validity with diverse samples of men and 

women, including Hispanic and Black men, 

and with diverse languages, including English 

and Spanish. 27 The crS-2 was used in a 

population-based study of IPV in the United 

States," and it was used to assess IPV perpe

tration in a community clinic-based study of 

US men.28 

For regression analyses, we summed and 

dichotomized responses as IPV perpetration 

or no IPV perpetration during the past year; 

for descriptive analyses, we summed and di

chotomized responses as IPV perpetration 

ever or never. Consistent with previous re

search that used this measure across diverse 
populations,24.27.28 the crs-z showed strong 

internal reliability with our sample; Cronbach 

alphas were 0.93 for IPV perpetration during 

the past year and 0.96 for IPV perpetration 

ever. The item that assessed forced sexual in

tercourse without a condom was not included 

in thisscale to allow for assessment of this 
item as a sexual risk outcome; it is the only 

item in the scale that assesses a sexual risk 

behavior. 

Data Analyses 

Frequencies were generated for IPV per

petration, sexual risk behaviors and father

hood variables, and demographics. Crude lo

gistic regression analyses assessed the 

bivariate associations between past-year IPV 

perpetration and outcome variables, sexual 

risk behaviors during the past 3 months (un

protected vaginal sexual intercourse with pri

mary partner, unprotected anal sexual inter

course with primary partner, other female 

sexual partners in addition to primary part

ner), forced unprotected sexual intercourse 

during the past year, and fatherhood (having 
fathered any children, having fathered 3 or 
more children). We then conducted adjusted 

logistic regression analyses to assess associa
tions between past-year IPV perpetration 
and sexual risk behaviors and fatherhood 

after we adjusted for demographics (age, 

race/ethnicity, income, continental US nativ

ity, length of residence in the continental 

United States, and length of relationship). 

We used adjusted odds ratios (OR) and 95% 

confidence intervals (CI) to assess signifi

cance in final models. 

RESULTS 

Sample Demographics 

The median age of participants was 24 

years; 74.9% of participants were Hispanic 

and 21.9% were Black. The majority of the 

sample was born in the continental United 

States (44.5%) or Latin America (53.4%). Al

most one third of participants (29.3%) was 

born in the Dominican Republic; 16.3% 

were born in Puerto Rico; 7.8% were born in 

Mexico, South America, Central America, or 

Cuba. Of those who were not born in the 

continental United States, 10.2% had lived in 
the United States for 1 year or less, and 

65.0% had lived in the United States for 

more than 5 years. More than one third 

(37.5%) were unemployed; 53.4% reported 

an income of $800 or less per month; and 

28.0% did not have a high-school degree or 

general equivalency diploma (high rates of 

unemployment and low income and low edu

cation level may in part be attributable to the 

young sample, which likely included high

school students). Approximately 1 in 6 

05.2%) were married; the median length of 

relationship for the sample was 2 years, and 

65% reported having been in their relation

ship for 1 year or longer. 

Sexual Risk Behaviors and Having 

Fathered Children 
Inconsistent or no condom use was re

ported by the majority who reported vaginal 

sexual intercourse (80.2%) and anal sexual 

intercourse (79.2%) with their main female 

partner. One quarter of participants (24%) re

ported having forced sexual intercourse with

out a condom; 16.3% reported engaging in 

this behavior within the past year. Forty-three 
percent reported sexual intercourse with a 
non-main female partner during the past 3 
months; 49.2% reported inconsistent or no 

condom use with these partners. Although 
sexual intercourse with a male partner was 
less commonly reported (6.9%) than sexual 

intercourse with a non-main female partner, 

12 of the 19 men who reported sexual inter

course with a male partner also reported 

sexual intercourse with a non-main female 
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TABLE l-Sexual RiskBehaviors and 
Pregnancy Involvement Among MenIn a 
Steady Relationship With a Female 
Partner (N-283) 

Condom use during vaginal sexual intertOurse 

with main partner inpast 3 months 

None 45.6 

Inconsistent 34.6 

Consistent 19.8 

Condom use during anal sexual Intercourse 

with main partner' inpast 3 months 

None 61.3 

Inconsistent 17.9 

Consistent 20.8 

Forced sexual intercourse without condom 17.5 

during past year 

Number ofnon-main female sexual partners 

during past 3months 

o ~1 

1 ~1 

2ormore 24.0 

Number ofnon-main male sexual partners 

during past 3 months 

o 85.5 

1 3.9 

2ormore 3.0 

Having fathered children, ever 49.1 

Having fathered 3ormore children 16.3 

Note. Responses do not add up to100%, because 2.8% 
ofparticipants did not respond tothe question on 
number ofoilier female sexual partners Inthe past 3 
months and 7.6% 01 participants did not respond tothe 
question on male sexual partners inthe past 3months. 
'Among those who reported anal sexual intercourse 
(n-l06). 

partner during the past 3 months. Half of the 
sample (49.1 010) reported having fathered at 

least 1 child; 16.3% reported having fathered 
3 or more children (fable 1). 

Partner Violence and Sexual Assault 
lPV perpetration of some kind (physical, 

sexual, injury-related, required medical ser
vices) during the past year was reported by 
41.3% of the sample; 58.7% reported IPV 

perpetration ever. Physical abuse of a part
ner during the past year was reported by 
27.6% of the sample; physical abuse of a 
partner ever was reported by 41.3t¥o. The 
most common types of reported physical 

TABLE 2-IPV PerpetrationAmong Men In a Steady RelationshipWIth a Female
 
Partner (N '" 283)
 

Past Year, % Ever, % 

PhyslcallPV perpetration 

Pushed orshoved partner 141 23.7 
Twisted partner's arm orhair 12.4 18.7 

Threw something atpartner that could hurt her 11.3 20.8 
Grabbed partner 11.0 16.6 

Threatened tohitorthrow something atpartner 8.1 12.7 
Slapped partner 7.8 12.7 
Slammed partner 6.0 12.4 

Punched orhitpartner with something that could hurt her 5.7 11.7 

Choked partner 4.9 9.9 

Used aknife orgun on partner 3.5 7.8 
Kicked partner 3.5 7.8 
Beat up partner 3.5 7.1 

Total physical IPV perpetration 27.6 41.3 

SemallPV perpetration 

Insisted partner have oral oranal sexual intercourse but did not use physical force 20.5 31.4 

Insisted on sexual intercourse wilen partner did not want tobut did not use physical force 14.8 28.6 

Used force' tomake partner have oral oranal selua' intercourse 6.7 9.9 
Used threats tomake partner have sexual intercourse 5.7 6.7 
Used threats tomake partner have oral oranal sexual intercourse 4.9 71 

Used force' tomake partner have sexual intercourse 4.2 6.7 

Total seluallPV perpetration 28.3 43.8 

IPV perpetration resulUng inInjury/need formedical services 

Partner had small cut, sprain, orbruise due tofight with participant 8.8 16.6 

Partner passed out when hitinthe head during fight with participant 6.0 6.7 

Partner went todoctor due tofight with participant 4.9 8.8 

Partner needed togo todoctor due tofight with participant but did not 4.2 7.4 

Partner still felt physical pain the next day due tofight with participant 3.9 10.0 

Partner had broken bone due tofight with participant 3.5 4.9 

Burned orscalded partner on purpose 3.2 6.0 

TotallPV perpetration resulting ininjulY/need for medical services 13.8 22.6 

Note. IPV -Intimate partner violence.
 
'Force described as "like hitting, holding down, orusing aweapon."
 

IPV perpetration were pushing or shoving a intercourse (past year = 20.50/0; ever=31.4Ofo) 

partner (past year = 14.1%; ever=23.7%), and insisting on but not forcing sexual inter
twisted arm or hair (past year= 12.4%; course when a partner did not want to have 
ever= 18.7%), threw something at partner sexual intercourse (past year= 14.8%; ever= 
that could hurt her (past year= 11.3%; 28.6%). One in 10 participants (9.9t¥0) re

ever=20.8Ofo), and grabbed a partner (past ported a history of having forced a partner 
year= 11.0%; ever= 16.6°/0) (Table 2). to have oral or anal sexual intercourse, and 

Sexual abuse of a partner during the past 1 in 16 (6.7%) reporting having forced a 

year was reported by 28.3% of the sample; partner to have vaginal sexual intercourse. 

sexual abuse of a partner ever was reported Partner's injury from, or need for medical 

by 43.8%. The most common types of re services because of, participant's abuse during 

ported sexual IPV perpetration were insist the past year was reported by 13.8t¥0 of the 

ing on but not forcing oral or anal sexual sample; 22.6% reported ever perpetrating 
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lPY that resulted in their partner's injury or 

need for medical services. The most common 

types of reported IPY-related partner injuries 

or need for medical services during the past 

year included partner's cut, sprain, or bruise 

(8.8%) and partner's passing out because of a 

hit on the head (6.0%); the most common 

types of partner injuries or need for medical 

services as a result of participants' IPY ever 

included partner's cut, sprain, or bruise 

(16.6%) and partner's pain the day after a 

fight (100(0). 

Associations Between IPV and Sexual 
Risk Behaviors and Having Fathered 
Children 

Crude regression analyses showed that 

men who reported lPY perpetration during 

the past year were significantly more likely to 
report forced sexual intercourse without a 

condom during the past year (OR=4.6; 95 0/0 

CI=2.3, 9.3) and sexual intercourse with at 

least 1 other woman during the past 3 

months (OR=2.0; 95% CI= 1.2, 9.3). Other 

assessed outcomes were not significantly asso

ciated with IPY perpetration in the crude 

analyses. Adjusted logistic regression analyses 

showed that participants who reported IPY 

perpetration during the past year were signifi
cantly more likely to report inconsistent or no 

condom use during vaginal sexual intercourse 

95% CI= 1.1,4.9) and anal sex(ORadj=2.4; 

ual intercourse (ORadj=3.3; 950(0 CI= 1.1, 
10.1) during the past 3 months, forcing sexual 

intercourse without a condom during the past 

year (ORadj=5.2; 95 0/0CI=2.5, 10.9), sexual 

intercourse with other women during the past 

3 months (ORodj=2.2; 95% CI= 1.3,3.7), 

and having fathered 3 or more children 

95% CI= 1.2, 5.5) (fable 3).(ORadj=2.5; 

DISCUSSION 

Findings from our study show that men 

who reported IPY perpetration during the 

past year were more likely than those who 

did not report such perpetration to engage in 

risky sexual behaviors with main female part

ners, including unprotected vaginal and anal 

sexual intercourse, forced unprotected sexual 

intercourse, and sexual intercourse with other 

women. These findings among lower-income 

urban men support previous work that has 

documented higher rates of sexual infidelity 

and unprotected anal sexual intercourse 

among men who were recruited from a 

methadone treatment facility and who re

ported IPy. 21 Overall, these findings show a 

notable association between IPY perpetration 

and sexual risk behaviors among young men, 

and they support previous studies with 

women that suggested abusive male partners 

may pose greater STD/HIV risk to women 
compared with nonabusive men. 12,23 

A novel finding from our study is that male 

perpetrators of IPY were more likely to re

port having fathered 3 or more children com

pared with those who reported no IPY during 

the past year. Quantitative research with 

. women has documented associations between 

IPY and unwanted and rapid repeat pregnan
cies,29-32 and qualitative research has docu

mented a link between IPY and forced preg
nancy.1ll·20 Hence, these findings from studies 

with women suggest that a greater number of 

offspring by abusive men may be a conse

quence of these men blocking their female 

partners' reproductive control. However, our 

findings did not directly assess forced preg

nancy; thus, it remains unclear as to why 

young men who reported IPY perpetration 

were more likely to have fathered a greater 

number of children. This issue warrants fur
ther exploration and should include an exam

ination of whether men are more likely to re

port having a greater number of children 

within the context of an abusive relationship, 

particularly because of the evidence that 

there is an association between women's IPY 

experiences and poorer maternal and child 
health outcomes.33 

-
44 

Although further research with larger and 

more generalizable samples is needed to con

finn our findings, additional study also is 

needed to clarify why these findings may 

exist There is some evidence that young 

men's traditional masculine gender role 

ideologies-particularly ideas about male 

hypersexuality, impregnation as a signof 

masculinity, and adversarial heterosexual 

dyadic norms-are associated with IPV perpe

tration, unprotected sex, and multiple sex 

partners.4S-
48 Larger-scale research with di

verse samples is needed to understand the ex

tent to which and how masculine gender role 

ideologies may be associated with men's per

petration of IPY and sexual risk behaviors 

within steady relationships with female part

ners. Understanding such associations will be 

critical to developing effective prevention pro

gramming in thisarea 

Although findings from our study show an 

association between IPY perpetration and sex

ual risk behaviors among young men, crude 

analyses did not yield significant findings for 

either unprotected vaginal and anal sexual in

tercourse or having fathered 3 or more chil

dren. Only adjusted analyses showed signifi

cant findings for these variables, which 

indicates that demographics may obscure the 

association between IPY and some sexual risk 

TABLE 3-Loglstlc Regression Analyses, Crude andAdjusted for Demogllphlcs, to Assess 
Associations Between IPV Perpetration During the Past Year andSexual Risk Behaviors and 
Fatherhood 

Sexual Risk Behavio~ orfatherhood 

Inconsistent orno condom use during vaginal sexual intercourse with main partner 

inpast 3 months 

Inconsistent Dr no condom use during anal sexual intercourse with main partner 

inpast 3 months 

forced sexual intercou~e without acondom during past year 

Sexuallntercou~e with other women during past 3 months 

Having fathered children, ever 

Having fathered 3 ormore children 

OR (95% CI) ORodj (95% CI)' 

1.6(0.9, 3.0) 2.4(1.1,4.9) 

2.0 (0.8, 5.3) 3.3(1.1,10.1) 

4.6(2.3, 9.3) 

2.0 (1.2, 9.3) 

0.8(0.5,1.4) 

1.6(0.8, 3.0) 

5.2 (2.5,10.9) 

2.2(1.3,3.7) 

0.9(0.5,1.5) 

2.5(1.2,5.5) 

Note. IPV -Intimate partner violence; OR - odds ratio; CI-confidence inteMIl. 
fatherhood isdefined as having fathered children. 
'Adjusted for age, Hispanic ethnicily, income, length ofcontinental US residency, and length ofrelationship. 
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behaviors. Evenfor thosesexualrisk behav
iors that were significantly associated with IPV 
perpetrationin the erode analyses (i.e., forced 
unprotectedsexual intercourse and sexualin
tercoursewithother women). the point esti
mate changednotablybetween erode and ad
justed analyses. Our findings are consistent 
with findings fromprevious racially/ethnically 
diverse population-based research of sexual 
risk behaviorsthat showedage. relationship 
status,and cuItural factors are major corre
lates ofmen's sexualriskbehaviors." 

Althoughthe associations between IPV 
and sexualrisk behaviorsand fatherhood are 
notable,the importance of these findings is 
amplified by the pervasiveness of IPV perpe
tration that was reported by our sample.More 
thanhalf of our participants (59%) reported 
that they had perpetrated IPV againsta fe
male partner at some point in their lifetime. A 
previous study of IPVin a health care setting 
identified a 14010 past-year IPVperpetration 
prevalencerate28;in contrast. 41% of our 
health center samplereported IPV perpetra
tion during the past year. Higher rates of IPV 
among our samplecomparedwith the previ
ous study of a health center sample is likely a 
consequenceof our sample beingyounger 
and urban, i.e., demographic groups that have 
an elevated risk for IPV perpetration.t? 

limitations 
A major limitation to our study is general

izability of study findings, which is exempli
fiedby our substantially higher rate of IPV 
perpetrationcomparedwith the previous 
study.z8 Use of a singlecommunity health 
center that serves predominantly lower-in
come Hispanic and Black men in an urban 
area within the Northeast likelylimitsgener
alizability of findings to other populations. 
Furthermore.althoughour health center is 

typical of other urban community health cen
ters within the regionin terms of its location 
in a lower-income area and its predominantly 
racial/ethnic minorityand lower-income 
client population, it reaches a larger segment 
of Hispanicimmigrants than many other 
health centers.Additionally. our study in
cluded men who either sought care at the 
health center or accompanied others: there
fore. our findings cannot be generalizedto 
those who sought care. 

In additionto generalizability limitations, 
there are a number of study design limita
tions. Our researchwas cross-sectional; thus, 
causality cannot be inferred from the findings. 
Reliance on self-reported data made our data 
subject to socialdesirability and recall biases, 
and lackof data from female partnersfurther 
inhibited verification of the self-reports. How
ever, these biaseswouldlikely result in un
derreportingrather than overreporting ofsen
sitive issues, such as perpetrationof IP\'. 
unprotectedsexualintercourse. and sexual in
fidelity. Becauseof the nature of the ques
tions, we wereunable to assesswhether the 
reported sexualrisk behaviorsand father
hood OCCUlTed withinthe contextof an abu
sive relationship. A previous study with an 
antenatal clinic-based sampleofyoung 
womenin SouthAfrica found that abusive 
men were more likely than nonabusive men 
to infectfemalepartners with HIV,t~ which 
suggests that sexualriskbehaviorsoccur 
within the contextof abusive relationships. 
Longitudinal study of these issuesWMmen 
and heterosexual couples is needed; future re
search also must includerelationship-specific 
assessments about sexualrisk behaviors and 
IPV to more directly assessthese associations. 

Conclusions 
Maleperpetratorsof recent IPV were more 

likely than other men to have engaged in 
riskysexualbehaviorsand to have fathered 3 
or more children, whichplaced thesemen 
and their partners at increasedrisk forSTD/ 
HIV. Highrates of havingfatheredchildren 
among abusive men wasconsistent with re
ported lack of reproductive controlamong 
abused women, 19.z0.~9-3~ and thus mustbe 

further exploredto both understandand ad
dress these associations. Our findings support 
previousresearchwith womenthat docu
mented higher rates of sexualriskbehaviors 
among abusive male partners, which show
casesthe need for interventions that integrate 
IPVand STD/HIV prevention. 

The high rates of IPV and sexualriskbe
haviors in our sample alsoshow that commu
nity health centers maybe an important 
venue for reachingmen who are at risk for 
both IPV perpetration and STD/HIV. Previ
ous studieshave recommendedscreening 
and referral for IPVperpetration among 

clinic-based samples of menZ8.51-53 and HIV 

interventions for men in urban health care 
settings.54 

.55 However, clinic-based interven
tions that integrate IPV and STD/HIV pre
vention among US men are absent from 
published literature. These interventions 
must be developed and evaluated.because 
IPV and STD/HIV are important public 
health issues. Cl 
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TWELVE TIPS 

Twelve tips to promote excellence in medical 
teaching 

SUBHA RAMAN I 
Department of Medicine, Section of General Internal Medicine, 
Boston University School of Medicine, Boston, USA 

ABSTRACT For medical teachers around the world, teaching 
duties have expanded beyond the classroom and include teaching 
small groups, assessment, providing instructional materials 
beyond the syllabus, problem-based learning, learner-centred 

teaching, clinical teaching on-the-fly-and the list goes on. 
Faculty development is essential to train medical faculty in 
essential educational theory and specific teaching shills as well as 
to encourage a flexible and learner-centred approach to teaching. 
Finally, self-reflection and critique of teaching techniques are vital 
to propel medical schools towards promoting and aiming for 
uncompromising excellence in medical education. The twelve tips 
described in this article relating to educating teachers, evaluating 
teaching and eradicating institutional apathy are simple measures 
that educational leaders can apply to promote excellence in 
teaching at their parent institutions. The tips introduce a multi
dimensional approach to improving the overall quality of medical 
education consisting of measures aimed at individual teachers and 
those aimed at overhauling the teaching climate at medical 
institutions. 

Introduction 

It has been stated that the majority of academic faculty are 
not formally trained, therefore not qualified in one of their 
primary responsibilities: teaching (Cannon & Widodo, 
1994). Medical school faculty are assuming multiple teaching 
roles: teacher, administrator, lecturer, small-group facilitator, 
assessor, role model to name a few (Harden & Crosby, 2000). 
To help faculty succeed at these teaching tasks, faculty 
development is key (Wilkerson & Irby, 1998). Reducing 
faculty burnout in the midst of numerous career responsi
bilities is another reason to provide faculty with opportunities 
to improve their teaching skills (Pololi et al., 2001). The 
British General Medical Council, in a recent edition of its 
publication Tomorrow's Doctors, includes the following 
attributes of a medical practitioner (General Medical 
Council, 2002): 

•	 recognition of the obligation to teach others, particularly 
doctors in training; 

•	 recognition that teaching skills are not necessarily innate 
but can be learned; 

•	 recognition that the example of the teacher is the most 
powerful influence upon the standards of conduct and 
practice of trainees. 

The following twelve tips describe simple steps that can help 
committed medical educators introduce measures to improve 
the quality of teaching, and integrate an evidence-based 
approach and scholarship into their framework of medical 
education thus promoting overall excellence in teaching at 
their parent institutions. 

Tip 1: Outcome-based education 

Establish explicit learning and teaching outcomes to help 
teachers plan their teaching 

Teachers should be informed of and have easy access to 
written learning outcomes for their courses so that they can 
plan their teaching strategies and methods. Simultaneously, 
there should be specific teaching outcomes expected of 
medical educators so that their teaching can be evaluated 
using objective criteria. In order that objective criteria can be 
laid down for promotion of educators, we need to establish 
the outcomes for clinical teachers that can be monitored and 
documented. The expected competences of clinical teachers 
can be modelled on the three-circle Dundee model (Harden 
et al., 1999). This model serves as an excellent substrate and 
outcomes can be modified easily for different institutional 
needs. 

Tip 2: Implement best evidence medical education 
(BEME) 

Make the link between evidence-based medical practice 
and evidence-based medical education 

Around the world there are calls for moving away from 
opinion-based teaching to evidence-based teaching 
(BEME group, 2000; Harden et al., 2000). Medical 
education should be subject to the same strict standards of 
scientific scrutiny as patient care and research (Hart & 
Harden, 2000). The scientific criteria used to judge medical 
research should apply to medical education as well (Norman, 
2000; van der Vleuten et al., 2000) and if evidence is not 
available we should be willing to research the area 

Correspondence: Subha Ramani, MD MPH MMedEd, Boston University 
School of Medicine} Section of General Internal Medicine, Department 
of Medicine, 715 Albany Scree" EBHA, Boston, MA 02116, USA. 
Tel: 617-638-7985; fax: 617-414-4676; email: smmani@bu.edu 

ISSN 0142-159X printiISSN 1466-167X onlinc/06/010019-5 "0 2006 Taylor & Francis 
DOl: 10.1080101421590500441786 

19 



S. Ramani 

(Davies, 1999). Evidence-based medicine seminars can 
educate medical teachers in the fundamental principles of 
appraisal of quantitative and qualitative research and serve as a 
good foundation for further review of educational literature. 
Wolf has summarized the lessons learned from evidence
based medicine and suggested ways in which evidence-based 
education could benefit from them (Wolf, 2000). The 
QUESTS dimensions include quality, utility, extent, strength, 
target or validity and the setting or relevance of the available 
evidence (Harden et al., 2000). These dimensions can 
guide educators to critically appraise published educational 
methods, decide whether the published results are applicable 
to their teaching situation and if their educational strategies 
need to be changed in light of the evidence. 

Tip 3: Journal clubs and review of 
existing literature 

Journal clubs for faculty to critically appraise articles on 
medical education 

Although journal clubs have been held for decades to teach 
faculty and trainees critical appraisal of medical literature, 
similar sessions for critical appraisal of literature on medical 
education are still rare. Educational journal clubs can expose 
faculty to educational literature just as they are traditionally 
used to promote critical appraisal of research literature 
in medicine. Guidelines have been writren for systematic 
searching and review of educational literature (Haig & 
Dozier, 2003a, 2003b). During these journal clubs, indivi
dual faculty can select an article on a specific area of medical 
education, review the literature for their colleagues, critically 
appraise the research methodology and discuss whether the 
results are applicable to their own setting. Such sessions will 
also elevate the scientific importance of educational literature 
within institutions. 

Tip 4: Faculty development 

Faculry development is an important instrument to create 
a positive learning environment for reachers 

Experts in higher education have made several recommenda
tions to elicit staff needs when designing faculty development 
programmes (Hitchcock et al., 1993; Steinert, 2000). 
Examples of such steps include: developing a specific mission 
for the programme based on the needs of the institution 
and individual faculty members, identifying institutional or 
departmental strengths and weaknesses, consulting experts in 
designing programmes, involving faculty in planning the 
programme and appointing an effective leader for the project. 
Carroll (1993) has suggested the following universal con
siderations in designing programmes for higher education 
faculty based on Knowles's adult learning principles 
(Knowles and Associates, 1984): 

•	 Faculty need to know why they should learn something. 
•	 Faculty should demonstrate self-directed learning. 
•	 Faculty possess experience that can be incorporated into 

the learning resources. 
•	 Faculty development should be task centred. 

Institutions need to plan faculty development programmes 
that will recognize the limited time available to clinical faculty 

to participate in professional development programmes 
and maximize the effectiveness given the time constraints 
(Gelula & Yudkowsky, 2002). 

Tip 5: Evaluation of teaching 

Tell the teachers how they taught 

The evaluation of clinical teaching can be an important 
source of support and motivation for teachers. In the context 
of faculty development, teachers can be evaluated before and 
after participation in such programmes to assess their impact 
on the teaching skills of faculty. Teaching evaluation can 
also provide evidence that programme goals are being 
achieved, teaching standards are being met or exceeded and 
allow for reflection on, and evolution of, the curriculum. It is 
important to follow the basic 'rules' of any assessment 
method: clear goals, high levels of validity, reliability, 
efficiency and feasibility. Where possible, more than one 
source of information should be used. The evaluation may 
involve looking at the perceptions of teaching, the actual 
teaching process, or the 'product' or a measurable outcome 
of teaching (Snell et al., 2000). Methods of evaluation could 
include: 

•	 trainee evaluation of teachers using standardized teacher
rating forms (Snell et al., 2000) or focus-group interviews 
(Fontana & Frey, 1994). The feedback can be used to 
make decisions on promotions and allocating teaching 
responsibilities within departments (Copeland & Hewson, 
2000); 

•	 self-assessment by teachers using variables such as 
teaching effectiveness, professional effectiveness other 
than teaching and enjoyment of teaching; 

•	 peer reviews of teaching, which can provide informed, 
valuable and diagnostic evaluation of the clinical teacher 
(Irby, 1983; Horowitz et al., 1998; Beckman et al., 
2004). Videotaping allows for subsequent analysis by 
an educational consultant, by peer physicians or by groups 
of faculty, residents and students (Stanley & Wright, 
1981); 

•	 simulation of teaching encounters. This has been used 
to assess teaching skills (Gelula & Yudkowsky, 2002). 
An OSTE, or objective structured teaching encounter, 
with a simulated learners or peer observers can be used to 
explore a variety of one-on-one or group clinical teaching 
activities; 

•	 teaching portfolios. Faculty members can document their 
teaching activities, evaluations and curriculum and evalua
tion development in a teaching dossier or portfolio 
(Edgerton et al., 1991). 

Tip 6: Evaluate impact of teaching 

Find out how the teaching affected learners 

Determining the impact of effective teaching is a more 
difficult task as several factors other than the teaching alone 
may influence trainee performance (Snell et al., 2000, 
Steinert, 2000, Steinert et al., 2003). This impact may be 
measured as educational outcomes (e.g. student learning), 
practice outcomes (e.g. a change in trainee practice) or health 
outcomes (e.g. an effect on patient or population health). 
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Institutions can also examine whether current teaching 
methods have a positive impact on their learners in all three 
domains of knowledge, skills and attitudes. This can be 
evaluated using the following methods: 

•	 OSCE (objective structured clinical examination) before 
and after the faculty development programme. If there is a 
positive change in the scores, it can be extrapolated that 
one of the influences of this change is more effective 
teaching; 

•	 observed assessment of students during real patient 
encounters using specific defined objectives. The observa
tions would be carried out by faculty or peers in the 
context of daily clinical care; 

•	 questionnaires given to learners to explore their satisfac
tion with the educational programme and teaching 
effectiveness. Such questionnaires can be completed 
before and after implementation of the faculty develop
ment programme to compare changes in learning attitudes 
and satisfaction. 

Tip 7: Mentoring 

Appoint a panel of senior educators as mentors for junior 
faculty 

The importance of rnentoring throughout one's career 
has been emphasized, especially during professional transi
tions (Bligh, 1999; Levy et al., 2004). Studies have shown 
that faculty members who identified a mentor felt more 
confident, were more likely to have a productive research 
career, and reported greater career satisfaction (Palepu et al., 
1998; Ramanan et al., 2002). Other reported benefits for 
rnentees include: socialization into the profession; help with 
choice and fulfilment of career path; meaningful involvement 
in academic activities; and the development of close 
collaborative relationships (Polo Ii et al., 2002). A panel of 
senior educators can be established whose roles would 
include but not limited to: 

•	 junior faculty mentoring on professional growth and 
development; 

•	 advising their rnentees regarding other internal and 
external resources, and helping them network with other 
educators within or outside the institution; 

•	 reviewing their learner evaluations with them; 
•	 facilitating self-reflection and formulation of future goals; 
•	 observing them in their teaching interactions and 

providing feedback; 
•	 helping them navigate the confusing structure of a very 

large department thus ensuring a group of dedicated 
clinicians who will become the forerunners of scientific 
educational research in the department. 

Tip 8: Institutional funding for educational research 
and development 

Encourage educational research by awarding small 
departmental or institutional grams 

Institutions should be willing to make provision in their 
budget for start-up funds to encourage faculty to engage in 
educational projects (Steinert, 2000). Many institutions with 
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established faculty development or teaching scholars' 
programmes provide small grants to encourage their scholars 
to conduct educational research. They should also help such 
educators with their research by encouraging affiliations with 
external educators and other researchers and assisting them 
in grant writing. 

Tip 9: Promote an institutional culture that values 
teaching highly 

Elevate the importance of teaching equivalent to that 
of research 

The culture in academic medical institutions has to change to 
one where teachers are shown that education is valued. 
Currently, the culture is clearly one where basic science 
research and clinical research are held in higher esteem and 
the value units are grants and publications. This mentality 
needs to be altered so that clinical teachers feel they are being 
valued at the same level. The climate should promote self
reflection and self-development of teachers and provide 
incentives for educators who wish to participate in faculty 
development programmes. Ultimately, for patients to be 
benefited by spectacular scientific advances the frontline 
physicians-namely the trainees-need to be exposed to 
high-quality educators. 

Tip 10: Rewarding excellence in teaching 

Reward teachers who improve their teaching techniques 
based on best available evidence 

An ideal institutional climate should reward positive changes 
in teaching behaviours (Nieman et al., 1997). Faculty whose 
teaching is further shown to have a positive impact on 
learners could be rewarded in any of the following ways: 

•	 monetary rewards; 
•	 certificates of honour; 
•	 teaching awards; 
•	 promotion up the academic ladder. 

This would inspire all educators to work hard to improve 
their own teaching techniques and engage in educational 
projects using an evidence-based approach. 

Tip 11: Recognize scholarship in teaching including 
best evidence medical education 

Introduce all medical educators to the scholarship of teaching 

Institutions and departments should apply scholarship 
criteria (Glassick, 2000) to create a distinct academic track 
for clinician educators. Academic advancement should be 
based on their teaching impact, dissemination of new 
curricula and self-reflective teaching. Teachers should feel 
that they have an equal chance of being promoted within 
the institution to that of their investigator colleagues. 
Requirements of new clinical faculty applying for an educator 
track position should be clear so that they know what is 
expected of them and how they will be evaluated (Fincher 
et al., 2000). This can help them establish individual goals 
and plan their professional activities. Departments should 
appoint a few faculty formally trained in medical education 
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with advanced degrees. These educators can help guide 
faculty development, faculty evaluation, programme 
evaluation and educational research. 

Tip 12: Participate in the BEME collaboration 

Join the BEME collaboration and participate in topic reviews 

Institutions should encourage their faculty to join the 
international BEME collaboration. Educators should be 
assisted in collaborating with others outside their institution 
and form topic review groups to study important areas in 
medical education. Topics that need to be systematically 
reviewed were ranked and listed at an annual meeting of the 
Society of Directors of Research in Medical Education 
(Wolf et al., 2001). The highest ranked topics could be 
categorized under four major areas: curricular design, 
learning and instructional methods, testing and assessment, 
and outcomes. BEME is gaining momentum with growing 
numbers of people becoming involved as well as an increased 
number of pertinent workshops, publications and websites. 

Conclusions 

Although the move towards educator development and best 
evidence medical education is gathering momentum world
wide, there are several medical schools that are still unaware 
of this movement. At many institutions teaching remains 
intuition based and opinion based and teachers feel that 
teaching duties are simply added on to an already heavy 
workload. Senior educators in leadership positions need to 
create a climate emphasizing the importance of excellent 
teaching, and reward their teachers for high-quality teaching, 
scholarship in teaching and self-development efforts in 
education. They also need to establish staff development 
initiatives in teaching and assessment to help their teachers 
to be reflective educators. The twelve tips described in this 
article are some techniques teaching institutions can use to 
change their value systems to ratchet up the importance of 
teaching in academe, a movement that will, it is hoped, gather 
momentum and be self-sustaining in the long run. 
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Twelve tips for developing effective mentors
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ABSTRACT Mentoring is often identified as a crucial step in

achieving career success. However, not all medical trainees or

educators recognize the value of a mentoring relationship. Since

medical educators rarely receive training on the mentoring process,

they are often ill equipped to face challenges when taking on

major mentoring responsibilities. This article is based on half-day

workshops presented at the 11th Ottawa International Conference

on Medical Education in Barcelona on 5 July 2004 and the

annual meeting of the Association of American Medical Colleges

in Boston on 10 November 2004 as well as a review of literature.

Thirteen medical faculty participated in the former and 30 in

the latter. Most participants held leadership positions at their

institutions and mentored trainees as well as supervised

mentoring programs. The workshops reviewed skills of mentoring

and strategies for designing effective mentoring programs.

Participants engaged in brainstorming and interactive discussions

to: (a) review different types of mentoring programs; (b) discuss

measures of success and failure of mentoring relationships and

programs; and (c) examine the influence of gender and cultural

differences on mentoring. Participants were also asked to develop

an implementation plan for a mentoring program for medical

students and faculty. They had to identify student and faculty

mentoring needs, and describe methods to recruit mentors as

well as institutional reward systems to encourage and support

mentoring.

Introduction

Many professionals identify a mentoring relationship as an

essential step for achieving success in politics, business and

academia (Roche, 1979). Indeed, most successful people in

different areas of human endeavor can point to a mentor

who was crucial to their career growth and success. The

importance of mentoring throughout one’s career has been

emphasized, especially during professional transitions (Bligh,

1999; Freeman, 2000; Grainger, 2002; Levy et al., 2004).

Studies have shown that faculty members who identified

a mentor felt more confident, were more likely to have

a productive research career and reported greater career

satisfaction (Palepu et al., 1998; Ramanan et al., 2002; Levy

et al., 2004). Other reported benefits for mentees include:

socialization into the profession; help with choice and

fulfillment of career path; meaningful involvement in

academic activities; and the development of close collabora-

tive relationships (Morzinski et al., 1996; Pololi et al., 2002).

Self-reported benefits for mentors include pride in develop-

ing the next generation, building a network of professional

collaborators within an institution and being able to

disseminate their expertise and skills to a group of mentees.

From a mentoring program perspective faculty retention

has been reported as a positive outcome (Benson et al.,

2002). Despite these benefits, many early career clinicians

and investigators have difficulty in finding appropriate

mentors. Women and clinician-educator faculty in particular

are at risk of inadequate mentoring relationships (Chew et al.,

2003).

The mentoring relationship usually develops between

an older professional, the ‘mentor,’ and a younger colleague,

the ‘mentee’ (Grainger, 2002). In the Odyssey, Mentor was

a trusted friend of Odysseus, who entrusted Mentor with the

care of his house and the education of his son, Telemachus,

when he set out for the Trojan War. From this epic arose the

use of the word mentor as a wise and faithful counselor.

Today, a mentor is someone who is a counselor and a teacher

and instructs, admonishes and assists a junior trainee or

colleague in attaining success.

The 12 tips described below are a summary of participant

discussions at the Ottawa conference and AAMC annual

meeting workshops from a slightly different angle, namely the

needs of mentors themselves (Table 1).

Tip 1: Mentors need clear expectations of their roles

and enhanced listening and feedback skills

Mentors are not born but developed

Research reports have listed some valuable characteristics of

effective mentors (Bhagia & Tinsley, 2000; Grainger, 2002,

Hesketh et al., 2003; Jackson et al., 2003; Levy et al., 2004).

These include being knowledgeable and respected in their

field, being responsive and available to their mentees, interest

in the mentoring relationship, being knowledgeable of the

mentee’s capabilities and potential, motivating mentees to

appropriately challenge themselves and acting as advocates

for their mentees. Some key skills required when mentoring

others include listening and the ability to give positive as well

as negative feedback.

Many educators are not born with these skills and would

benefit from institutional staff development programs on

mentoring skills. Such programs could highlight the key
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responsibilities of a mentor, skills required for an effective

mentoring relationship and strategies to recognize problems

in a relationship (Benson et al., 2002). These workshops

would be most effective if they used a combination of

educational strategies that allowed prospective mentors to

engage in practical exercises such as watching videotaped

scenarios and role-plays (Connor et al., 2000). One such

program at the University of Leeds used simulated GPs

(general practitioners) with roles based on real mentoring

experiences as a learning tool for improving mentoring skills

(Sloan & McMillan, 2003). There were opportunities for the

GP mentors to practice their skills on three different

simulated mentees followed by an in-depth discussion and

feedback. This proved to be an invaluable developmental

process for the GP mentors. It is to be emphasized, however,

that the actual outcomes of such staff development programs

should be measured in real mentoring settings. Examples of

outcomes might include trainee satisfaction, observation or

videotaping of staff during their mentoring sessions with peer

feedback or evaluation of staff in an objective structured

teaching evaluation (OSTE) format.

Tip 2: Mentors need awareness of culture and

gender issues

Mentor and mentee matching by gender and culture should not

be mandatory, but available for those who desire it

Although differences in gender and culture have been

considered relative barriers to an effective relationship,

literature reports have documented that these have not been

viewed by most mentees as real barriers ( Jackson et al.,

2003). In fact, our workshop participants thought that

mentors can support mentees of different cultures and

gender by having zero tolerance for discrimination. Gender

and cultural differences can foster greater mutual growth

of the mentor and mentee as they gain knowledge of

each other’s cultures. It has been recommended that mentors

be aware of their own gender and culture biases as this

knowledge could possibly help people overcome innate

prejudices. It is also thought that faculty development

workshops can help all mentors become comfortable and

competent in working with students from different back-

grounds (Parker, 2002).

Two issues were raised at the workshops in relation to

cross-gender mentoring. The first was that of personal

boundaries and the second, lack of understanding of the

other gender’s domestic responsibilities. Despite these

concerns, most mentees did not feel the need for having

a same gender mentor. The opinions of our participants

reflected those reported in the literature. They felt that

relationships across cultures and gender would promote

more acceptance of differences and lowering of biases. They

stated that institutions should not actively try to pair mentors

and mentees based on gender and culture and mentors

should be equipped with the skills required to understand

issues related to their mentees’ gender and ethnicity.

However, if individual trainees report discrimination or

significant barriers to meaningful mentoring based on these

characteristics/variables, the institution should find them

mentors who can put them more at ease and better fulfill their

mentoring needs.

Tip 3: Mentors need to support their mentees,

but challenge them too

Balance support and challenge

Daloz (1986) states that effective mentor–protégé(e) relation-

ships should balance three elements: support, challenge and

a vision of the protégé(e)’s future. If mentors are overly

supportive without challenging mentees, the mentees do not

grow professionally; on the other hand, challenging without

supporting causes mentees to regress in their professional

development (Figure 1). Effective mentors balance support

with challenge by providing opportunities and setting positive

expectations (Bower et al., 1998).

Tip 4: Mentors need a forum to express

their uncertainties and problems

Mentors have problems too

It is often assumed that once faculty become mentors, they

become all-knowing and do not need any further attention

from the program. However, many mentors expressed the

need to have a mechanism by which they could discuss

problems in their mentoring relationships and get advice.

Given that mentors often have more than one mentee and

each interpersonal relationship is likely to be different, skills

that are effective in one may be ineffective in the other. If they

can interact with mentoring colleagues, they might discover

solutions to each other’s challenges. While discussing

Table 1. Tips to promote effective mentors: three domains.

Developing mentors Rewarding mentors Supporting mentors

Mentor staff development Academic recognition A peer-support group

Heighten awareness of gender

and culture issues

Protected time Mentors for mentors

Education on professional boundaries Financial and non-financial rewards Referral panel: study skills

counsellors, psychologists etc.

No support

No challenge

C
ha

lle
ng

e

Support

Regression Growth

Stasis Validation

Figure 1. Support vs. challenge.

Source: Figure adapted from Daloz (1986).
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challenges in their mentoring relationships and seeking

solutions, it must be remembered that details regarding

specific individuals must remain confidential (Freeman,

1997). Institutions can schedule periodic mentor meetings

led by senior educators along with external consultants who

are knowledgeable about methods for troubleshooting

problems in mentoring relationships. Such meetings could

provide a forum for mentors to report their successes and

failures, and to receive feedback from their peers and the

experts. These discussions should include only essential

details of the mentoring issues and mentee names and other

details must remain confidential.

Tip 5: Mentors need to be aware

of professional boundaries

Mentors should stick to mentoring

There are several types of boundaries that need to be

considered in a mentoring relationship where the personal

contact between mentors and mentees is much closer than

in other professional relationships such as a student with

a teacher, advisor or role model. Moreover, personal issues

and problems may be discussed by a mentee, which could

lead to one or both of them harboring inappropriately

intimate emotions towards the other (Palepu et al., 1996;

Jackson et al., 2003). Mentees could become excessively

dependent on their mentors for personal and professional

support, which may become a drain on the mentor’s energy.

As one of our participants stated: ‘‘I had a mentee who

expected me to mother him throughout his training period

and that was emotionally exhausting.’’ Mentor training

should include knowledge of professional boundaries, and

recognition of psychosocial problems that need referral to

professionals such as psychologists or counselors.

Tip 6: Mentors also need mentoring

Mentors for mentors

There were some senior faculty among the workshop

participants with vast experience in teaching and mentoring

different levels of trainees. All of them felt abandoned by the

system once they assumed leadership positions within their

institutions. Educational institutions often do not provide

mentors for senior teachers. Our participants felt that even

the most senior educators need to be mentored as they may

wish to change their career focus or professional path while

they already hold high positions within their organizations.

Tip 7: Mentors need recognition

Raise the value of mentoring

At most educational institutions around the world, mentors

usually perform their mentoring duties not because they are

reimbursed for it but because they consider it a rewarding

aspect of their profession. However, they usually carry out

their mentoring privately and neither their peers nor their

superiors are even aware of the mentoring load they carry, let

alone laud their efforts. To convince the entire institution

that mentoring is one of the most important duties at medical

schools, institutional leaders should publicly recognize their

group of mentors as an ‘elite’ group of faculty who are highly

valued and appreciated for their work (Palepu et al., 1998).

They can be given special honors within the institution and

their names announced at major university events and openly

appreciated.

Tip 8: Mentors need to be rewarded

Mentors can be rewarded in different ways

Educational institutions can reward their core group of

mentors in several innovative ways. Mentor retreats or

dinners can be held periodically. At retreats or even just

occasional dinners mentors can interact with their colleagues,

share their experiences and techniques, both effective and

ineffective. Another method to reward special mentors would

be to give them extra conference funding. These rewards can

easily be given by institutions even in times of economic

shortfalls. Additionally mentoring can become a criterion for

promotion (Benson et al., 2002).

Tip 9: Mentoring needs protected time

Mentoring cannot be done ‘on the fly’

Institutions should recognize that mentoring is one of the key

activities of faculty at any educational institution. Faculty

who mentor several trainees should be allocated some degree

of protected time to perform this important duty effectively.

Just adding this important duty to the existing workload is

a recipe for poor mentoring relationships.

Tip 10: Mentors need support

Mentors should not be expected to tackle personal or

psychological problems

Some mentees’ problems may overstep the boundaries of the

usual mentor–mentee relationships and discussions. Mentees

may be clinically depressed, have personality problems, have

substance abuse problems or just academic problems.

Mentors should be able to recognize when they feel unable

to resolve such problems and should be supported by

a network of specialists such as study counselors and

psychologists to whom they can refer their mentee. The

mentors should not be forced to take on roles in which they

do not have expert skills. Once again, the matter of

professional boundaries arises.

Tip 11: Encourage peer mentoring

A pyramidal model of mentoring

Medical educators who have studied peer (or near-peer)

mentoring suggest that it is a feasible and perhaps more

desirable alternative to traditional dyadic mentoring

approaches (Woessner et al., 1998; Pololi et al., 2002).

Participants identified their peers as ‘collaborators’ or

‘colleagues’ (implying a non-hierarchical relationship),

while seeking shared insights, experiences, ideas, guidance,

problem-solving and support from them. Their reference to

peer collaborators reflects a non-hierarchical mentoring

process, in contrast to senior–junior mentoring relationships

S. Ramani et al.
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where characteristics such as power, dominance, dependency

and transference have been noted (Pololi et al., 2002).

Pressures on faculty time could be alleviated to a certain

extent by creating a pyramidal system of mentoring. Such

a model would entail a group of mentees at the bottom of

the pyramid who can seek advice from a small group of peers

a little higher in the pyramid with the more experienced,

senior mentors overseeing and guiding all of them at the top

of the pyramid. This pyramidal system would minimize

the threat of the power relationship, yet offer the benefit of

the valuable experience that senior faculty at the top of the

pyramid possess. The advantages of peer mentoring include

easier availability, greater understanding of day-to-day

problems related to workload stress or conflicts with teachers,

and early recognition of serious abuse or emotional problems.

Mentees may be more open to sharing their problems with

peers than with faculty. The same advantages would apply

for faculty mentoring programs as well. It has been shown

that faculty may be more willing to share their difficult

problems with peer mentors than with senior mentors (Pololi

et al., 2002).

Tip 12: Continuously evaluate the effectiveness

of the mentoring programs

Mentoring is a work in progress

For mentoring programs to succeed, institutions need to have

the mentees and mentors evaluate the program periodically,

report the current problems and suggest new approaches

to mentoring or changes to the existing program. Evaluation

of mentoring should look at process, content and outcomes

as noted below (Grainger, 2002):

. Process

� Clear objectives

� Regular, purposeful meetings

. Content

� Feedback

� Mentee could raise issues and challenge mentor

. Outcome

� Progress and career development

� Networking

All mentees and mentors at a given institution should be

asked to evaluate their mentoring relationships at least 3–4

times a year. The following items are examples of areas in

a mentoring relationship that could be evaluated:

. congruence on professional goals;

. availability of mentor(s);

. mentor giving mentee responsibilities and opportunities;

. mentor involving mentee on committees and other

professional activities;

. mentor facilitating networking with internal and external

faculty;

. mentor helping mentee integrate work and personal life;

. mentor showing respect for the mentee as a person;

. personal benefits from mentoring.

Institutional leaders could also consult outside experts,

particularly at national and international educational

meetings, where they could discuss the mentoring challenges

at their home sites and take back ideas to overcome

those challenges. They could have a committee within their

institution that would be responsible for receiving feedback

from its mentors and mentees to modify their mentoring

system as needed.

Conclusions

Mentoring is a vital cog in the machinery of medical

education. Faculty who serve as mentors frequently are not

trained in effective mentoring skills or designing mentoring

programs. They are most often very busy with their core

clinical, research, administrative or educational responsibil-

ities and are expected to squeeze mentoring onto an already

full plate. Once they take on mentoring duties, they usually

are left to their own devices and have few avenues to discuss

problems and challenges in their mentoring programs or

relationships. It is evident from the foregoing discussion that

faculty need training to be mentors and to benefit from peer

mentoring themselves, and must be rewarded for a job well

done. Institutions should change their culture to overtly value

and reward mentoring so that mentoring does not remain

an invisible and only implicitly valuable aspect of their

educational programs.
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INTRODUCTION 

The widespread nature of alcoholism and its 
enormous impact on public health are well 
known (1,2). The challenges inherent in diag
nosing and treating alcoholism are made even 
more daunting by the fact that health insurance 
coverage and access to high quality care for al
cohol dependence are often inadequate (3,4). 
Although there are no controlled trials compar
ing Alcoholics Anonymous with no treatment, 
research to date suggests that AA is efficacious 
for people with alcoholism eitheras a sole inter
vention or a component of a treatment plan 
(5,6). In one study by Morgenstern et al. (5), 
affiliation with AA was associated with more 
abstinence and fewer days of alcohol consump
tion. AA is free, and local meetings are available 
worldwide, contributing to its widespread utili
zation by patients. According to the 2004 Na
tional Survey on Drug Use and Health, 3.8 
million Americans received treatment for a 
substance abuse disorder in 2004, and more 
than half (2.1 million) were treated in the con
text of a self-help group such as AA, making 
self-help groups the most commonly used in
tervention for substance abuse in the United 
States (3). 

The education of future generalists in the di
agnosis and management of substance abuse 
disorders is especially important, because it is 
uncommon for patients to receive treatment for 
a substance abuse disorder from a specialist in 
addiction medicine. In 2004, there were 23.5 
million Americans who required treatment for 
a substance abuse problem. putonly 2.3 million 
of these people received treatment at a facility 
specializing in the treatment of substance 
abuse, leaving the great majority to be cared for 
by generalist physicians (3,7). However, most 
generalist physicians feel poorly prepared to 
identify, assess, and address alcoholism in their 

. patients (8-11). Although most physicians ask 
about alcohol use, they often do not intervene 
effectively in patients with identifieddisorders, 
and they also report dissatisfaction when caring 
for patients with alcoholism (12). Indeed, a re
cent study by the RAND Corporation con

firmed that the quality of care for identified al
cohol dependence is the worst among all 
chronic conditions. In that study, only 4.6% of 
patients diagnosed with alcohol dependence 
were referred for any sort of treatment, 
including inpatient rehabilitation, outpatient 
rehabilitation, self-help groups, counseling, or 
aversion therapy (4). 

Clinicians who have higher levels of per
cei ved skill and responsibility for diagnosing 
and treating alcoholism perform better in these 
areas. Research by Geller et al. suggests that 
trainees who feel highly confident in theirabili
ties or highly responsible screen and refer pa
tients for alcohol-related disorders almost 
twice as often as others (13). One major chal
lenge of medical education, therefore, is to help 
physicians in training both to develop skills to 
diagnose and treat alcoholism and to feel com
fortable and motivated enough to use these 
skills effectively. But how is this to be accom
plished? Over the past thirty years, the prepon
derance of evidence has shown that exper
ientially-based educational interventions are 
the most effective in changing the attitudes of 
medical trainees towards alcoholics and alco
holism, and in improving their confidence and 
theirpractice patterns (14-20). In fact, greater 
experience with alcoholism is the single great
est predictorof excellentclinical practice in this 
area, arguing for education through direct expe
rience (21). 

Previous studies have evaluated educational 
interventions to improve physician practice 
with regard to the diagnosis and treatment of al
coholism. D'Onofrio et al., using a randomized 
controlled design, showed that a brief curricu
lum improved self-reported knowledge and 
practice among emergency medicine residents 
with regard to screening and intervening for al
cohol problems (14). Kahan et al., using a ran
domized controlled design, showed that a 
skills-based workshop improved the perfor
mance ofmedical students with a group of stan
dardized patients, although a follow-up survey 
several months later showed attenuation of the 
difference (22). Ockene et al., using a pre-post 
design, showed that attendings, residents, and 
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nurse practitioners who received a curriculum 
in patient-centered counseling showed in
creased counseling skills, preparedness to in
tervene, perceived importance of intervention, 
and measured knowledge (23). 

However, these prior reports of educational 
interventions regarding management of alco
hol problems have not emphasized knowledge 
and attitudes regarding AA in particular. This is 
important because there is a gap between pa
tients and practitioners regarding the emphasis 
placed on spirituality in the treatment of sub
stance abuse disorders. In particular, Goldfarb 
et al. have shown that a group of medical stu
dents were less likely to emphasize spiritually 
based approaches to treating substance abuse 
than recipients of such treatment (24). Indeed, 
the work of Fazzio et al. suggests that experi
enced substance abuse faculty and pre-clinical 
medical students naturally emphasize the im
portance of spiritual approaches to treating sub
stance abuse, but this emphasis shifts toward 
the biomedical during third-year clerkships, 
and may need to be relearned during years 
of treating substance-abusing patients (25). 
Chibnall et al. have shown that physicians re
quire specific training to become comfortable 
with. spiritually based treatment modalities 
(26). There is a need for educational interven
tions focused on introducing generalist physi
cians to AA, interventions based upon experi
entiallearning and introducing AA specifically 
as a spiritually-based treatment program for al
coholism. 

To address this need, we designed and pi
loted a brief, didactic and experiential educa
tional intervention focused on AA for first-year 
internal medicine resident physicians-in-train
ing (interns). The objective of the educational 
intervention was to introduce the interns to AA 
as a resource. The premise was that greater fa
miliarity with and understanding of AA would 
lead to greater incorporation of AA into man
agement plans for alcoholic patients, by in
creasing both referrals to AA and support of 
patients already participating in AA (27). Al
though we focused our educational interven
tion on experiential learning through atten
dance at an AA meeting, the didactic portion of 
the course was also important for introducing 
key concepts such as the role of spirituality in 
AA, which is one feature of AA that is unique 

among treatment options for alcoholism. We 
evaluatedthe effect ofthe educational interven
tion using a before-after study design to mea
sure changes in knowledge and attitudes about 
AA. We hypothesized that a brief, feasible edu
cational intervention would increase knowl
edge and improve attitudes of resident physi
cians. 

METHODS 

Participants 

First year internal medicine resident physi
cians were the participants in the educational 

.intervention. The participants were drawn from 
the three-year internal medicine residency pro
gram at Montefiore Medical Center of Bronx, 
NY, an affiliate of the Albert Einstein College 
of Medicine. One hundred percent of the 
thirty-six interns in the program participated in 
the study, which was approved by the institu
tional review board of Montefiore Medical 
Center. 

The Educational Intervention 

The course was incorporated into a month
long ambulatory care clinical rotation, aspart of 
a larger substance abuse curriculum. Its con
tents consisted of 1. a lecture and discussion, 
2. attendance at an AA meeting, and 3. a de
briefing discussion. One of the authors (AJR) 
delivered a forty-five minute lecture and dis
cussion to introduce AA. The content of the 
talk, which was based on previous work about 
treating alcoholism in primary care, included 
the history and goals of AA, the structure and 
function of AA, evidence for the effectiveness 
of AA and other treatment modalities for alco
holism, information about how to referapatient 
to AA, and how to support a patient who is in 
AA. Possible areas of discomfort with AA, in
cluding a perceived emphasis on religion, were 
included in the discussion (25,26). The twelve 
steps and the twelve traditions, the ideological 
bedrock of AA, were circulated and discussed, 
and the physicians-in-training were oriented to 
what occurs at an AA meeting. 

That evening, the trainees attended a 50
minute AA Beginners Meeting, an open AA 
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meeting specifically geared toward being ac
cessible to those who have never before at
tended an AA meeting. This weekly Beginners 
Meeting was followed by two closed meetings, 
which the interns did not attend. There were 
more than 100 people in attendance at these 
meetings every week, most of whom were 
members of AA who had come in order to 
attend the entire evening. 

The following morning, a coauthor (AJR) 
moderated a thirty-minute discussion with the 
trainees regarding their experiences at the 
meeting, reactions to what they had seen, and 
lessons learned. The trainees' experiences and 
reactions dictated the course of the discussion, 
but the reactions of the trainees to the perceived 
spiritual content of AA was explored with each 
group inaddition to any other topics discussed. 

Evaluation 

The effects of the educational intervention 
on learner knowledge and attitudes were as
sessed by written self-report before the lecture 
and discussion and after the debriefing discus
sion. The questionnaire assessed demograph
ics, prior exposure to alcoholism and AA, 
self-assessed knowledge of AA, perceived ef
fectiveness of AA, and comfort with AA. All 
responses were on anine-pointLikert Scale (l = 
strongly disagree, 3 = disagree,S = neutral, 7 = 
agree, 9 = strongly agree). A thorough search of 
the relevant literature did not reveal any pre-ex
isting instruments that dealt specifically with 
our study question; therefore, we based our 
items on previously published substance abuse 
attitude questions (12,23,28). The question
naires were anonymous, but were handed out in 
pairs marked with matching numbers, with the 
second questionnaire to be retained by the 
trainee and then filled out at the conclusion of 
the course. 

Statistical Analysis 

Paired t-tests were used to compare the mean 
scores on each survey item before and after the 
intervention. Alpha was set to the 0.05 level of 
significance; no adjustments were made for 
multiple testing. All analyses were performed 

with SAS version 9.1(29) using PROC FREQ 
and PROC UNlV ARIATE. 

RESULTS 

Baseline Characteristics ofthe Sample 

Baseline characteristics of the thirty-six par
ticipants are summarized in Table 1.A majority 
of the group consisted of women (22). Cauca
sians (13) and AsianlPacificIslanders (11)con
stituted the bulkofthe group. Mostofthepartic
ipants (28) had never previously attended an 
AA meeting, but the majority ofthem (20) had 
some personal contact with aperson with a sub
stance abuse problem. The mean age of the par
ticipants was 27.7 years old. 

Responses to the Questionnaire 

The results of the questionnaire are summa
rized in Table 2. The questions are divided the
matically between items relating to knowledge 
and items relating to attitudes and beliefs. Par
ticipants reported increasedknowledge of what 

TABLE 1. Characteristics of the study subjects 
(n =36) 

Variable Number 

Gender 

Male 14 

Female 22 

Race 

White 13 

AsianlPacific Islander 11 

South Asian 7 

African-American 3 

Mixed Race 2 

Have you ever been to an AA meeting in 
the past? 

Yes B 

No 28 

Do you have either a family member or a 
friend with a substance abuse problem? 

Yes 20 

No 16 
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TABLE 2. Results ofthe questionnaire distributed before and after the educational intervention (n =36). 

Category Question Mean Score Before 
Intervention (so)a 

Mean Score After 
Intervention (SO)8 

P-Value 

Perceived Knowledge I know what occurs at an AA meeting. 5.2 (2.3) 8.1 (0.9) < 0.001 

Perceived Knowledge I understand the role of a sponsor in the 
AA program. 

6.3(2.2) 8.0 (1.0) <0.001 

Perceived 
Effectiveness of AA 

I believe that AA is an effective treatment 
option to help alcoholics to remain 
abstinent. 

7.6 (1.2) 8.1 (0.9) 0.008 

Comfort with AA I would be comfortable referring a patient 
toAA. 

7.4 (2.2) 8.4 (0.9) 0,003 

Comfort with AA I would be comfortable asking my 
alcoholic patient how well AA is working 
for him. 

8.3 (1.2) 8.5 (0.9) 0.4 

Comfort with AA I would be comfortable asking my 
alcoholic patient about his rapport with his 
sponsor. 

7.6 (1.5) 8.4 (1',0) 0.002 

Comfort with AA I am comfortable with the importance of 
spirituality in AA. 

6.3 (2.4) 7.4 (1.7) 0.008 

aNine-point scale where 1 =strongly disagree and 9 =strongly agree 

occurs at an AA meeting and increased under
standing of the role of an AA sponsor after the 
intervention. There were also changes in atti
tudes and beliefs. After the intervention, the 
participants reported greater belief in the effec
tiveness of AA, increased comfort in referring 
patients to AA and in discussing the patients' 
sponsors, and greater comfort with the role of 
spirituality in the AA program. 

DISCUSSION 

Our pilot study demonstrated that a briefed
ucational intervention consisting of a didactic 
session with discussion, coupled with AA 
meeting attendance and debriefing, was associ
ated with improvements in know ledge and atti
tudes about AA. This educational intervention 
was modest, requiring less than two hours of 
curricular time, plus an evening spent at the AA 
meeting. The investigator who implemented 
the course was a chief resident who had re
ceivedtraining in a similar setting, but was not a 
substance abuse expert. These features, plus the 
widespread availability of AA meetings, make 
it feasible to replicate this educational interven
tion in diverse settings. 

Our educational intervention was associated 
with improvements in both knowledge and atti

tudes regarding AA. However, it should be 
noted that only one of the seven questionnaire 
items failed to show a before-after change: "I 
would be comfortable asking my alcoholic pa
tient how well AA is working for him." This 
item had the highest mean score for any item on 
the pre-test (8.3). As such, substantial improve
ment was not possible (a ceiling effect). Incon
trast, respondents had a lower degree of com
fort with the task of asking an alcoholic patient 
about his rapport with his sponsor prior to the 
intervention (mean score 7.6), allowing room 
for improvement. 

Our study has limitations. We did not assess 
an actual change in clinical practice on the part 
of the trainees, but prior studies have linked 
changes in knowledge and attitudes to changes 
in practice in this clinical area (13,14). How
ever, as with any study that measures a surro
gate endpoint such as a change in physician 
knowledge and attitudes, our study should not 
be regarded as definitive with regard to the ulti
mate goal-practice change-but should point 
the way for further studies designed to demon
strate changes in physician practice in treating 
patients with alcoholism or improved clinical 
outcomes for alcoholic patients. We also did 
not study actual know ledge through the use ofa 
quiz, but rather studied self-reported knowl
edge. In addition, despite the anonymous na
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ture of the questionnaire, social desirability 
bias may have influenced the interns to make 
unjustified claims about their knowledge and 
attitudes with regard to AA. However, such a 
bias would likely have been present both before 
and after the intervention, thus biasing the re
sults toward the null. Finally, we did not study a 
comprehensive alcohol curriculum. Rather, we 
focused on one critical element that holds 
promise for increasing an intervention that has 
wide applicability. Other studies are needed to 
improve education about screening, brief 
intervention, and additional management of 
alcoholism in primary care settings. 

There are many competing priorities in med
ical education, and only a limited amount of 
time to address them. Isaacson et al. showed that 
in the year 2000, only 51% of residency pro
grams in internal medicine had a formal curric
ulum in substance abuse at all, and the median 
amount of time allotted by those programs that 
did was 5 hours, for all kinds of substance abuse 
combined (30). However, our pilot study dem
onstrated that with a minimum of time and ef
fort it is feasible to introduce an experientially 
based educational intervention regarding the 
treatment of alcoholism, with an emphasis on 
AA as aresource. This educational intervention 
can be led by a generalist or a chief resident, 
rather than by a substance abuse specialist. In 
our setting, this intervention increased self-re
ported knowledge of and comfort with AA, and 
it has the potential to improve physicians' abili
ties to interface with AA as a treatment re
source. 
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ABSTRACT. Objective: This study assessed test-retest reliability and
criterion validity for an automated version of the Alcohol Use Disor-
ders Identification Test (AUDIT), a screening tool for alcohol-related
problems. Participants’ willingness to use such a system to learn about
and change their drinking behavior was also assessed. Method: Partici-
pants were 202 callers recruited through newspaper ads and flyers ask-
ing for volunteers concerned about their drinking and willing to help
test a new method of screening and referral for alcohol problems. Par-
ticipants were divided into two groups. The first group of subjects re-
cruited received the Telephone-Linked Communications (TLC)-AUDIT
twice, administered a week apart. The second group received the TLC-
AUDIT once and a human-administered AUDIT once, also a week apart.
Results: Test-retest reliability was assessed in 102 participants; the

intraclass correlation of AUDIT scores between both administrations was
.87; κ for nonproblem versus problem drinking (AUDIT score of 8 or
above) was .89. The validity study compared the TLC-AUDIT scores
of the next 100 participants to AUDIT questions administered by a hu-
man interviewer. The intraclass correlation was .94; κ was .75. Seventy-
five percent of all participants who screened positive for problem
drinking agreed they would “talk to a computer again to learn more
about your drinking pattern and how to deal with it.” Conclusions: Au-
tomated telephone technology can be used to administer the AUDIT in-
strument with high levels of reliability and validity. This technology
could be used to deliver behavioral change interventions. (J. Stud. Al-
cohol 67: 454-457, 2006)

ALTHOUGH MORE THAN 18% of the population
meet criteria for an alcohol disorder during their life-

time (Grant, 1997) and another 20% are engaged in prob-
lem drinking (Grant and Dawson, 1997), many of these
people do not seek help (National Institute on Alcohol Abuse
and Alcoholism [NIAAA], 2000). Reasons for not seeking
help include believing that people should do it on their
own, fear that others will find out, fear of being labeled
alcoholic, or not being aware of having a problem (Grant,
1997; Higgins-Biddle et al., 1997). To reach these indi-
viduals, emphasis has shifted to early detection and inter-
vention in primary-care practices. However, few patients
are screened or given care in these settings, in part because
busy practitioners are not trained in screening and follow-
up care (NIAAA, 2000).

One way to improve screening is through the use of
technologies designed for that purpose. Automated or com-
puterized telephone systems can provide a low cost way to
screen for alcohol problems. People access these systems

by using a device (the telephone) that is familiar, ubiqui-
tous, accessible, and even portable. It can provide access
for people with poor reading skills or who speak languages
other than English. Research has shown that automated sys-
tems are perceived by callers as being more anonymous
than therapists or other health professionals and that people
tend to be more truthful when reporting on embarrassing or
personal issues to a computer than compared with a human
professional (Gerbert et al., 1999; Turner et al., 1998).

Computerized assessment for alcohol problems has been
shown to be reliable (Bernadt et al., 1989) but has prima-
rily targeted people coming into specialty substance use
treatment or research programs (Bernadt et al., 1989; Mundt
et al., 2002; Perrine et al., 1995). Automated telephone in-
terviewing using interactive voice response technology has
been used to track daily drinking in a research setting. These
systems have shown good to excellent validity when com-
pared with both objective and subjective measures, espe-
cially for the heaviest drinkers (Mundt et al., 2002; Perrine
et al., 1995; Searles et al., 1995). More recently, automated
telephone interviewing has been compared favorably to tra-
ditional paper methods for collecting data on drinking pat-
terns and medication adherence (Kranzler et al., 2004) as
well as alcohol-related expectancies (Collins et al., 2003).

In this study, we developed and tested the reliability,
validity, and user acceptance of an automated telephone
version of the Alcohol Use Disorders Identification Test
(AUDIT), a widely accepted screening tool for problem
drinking. In addition, callers who screened positive for
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problem drinking were asked for their reactions to the sys-
tem and whether they would be willing to use it to change
their drinking behavior.

Method

Design and development of the automated AUDIT

Telephone-Linked Communications (TLC), a set of com-
puterized telephone technologies, was used to develop the
program (Friedman et al., 1997). The TLC-AUDIT pro-
gram included the following sections in order of presenta-
tion: (1) greeting, (2) purpose of TLC-AUDIT, (3) assurance
of confidentiality, (4) AUDIT questions, (5) feedback and
interpretation of AUDIT results to participants, and (6) clos-
ing and referral to the state hotline number for more infor-
mation or treatment referral. For the purpose of this study,
feedback and referral were general and standardized: Par-
ticipants were told either they appeared to have or not have
a drinking problem. All were told the screening was not
definitive and were given the recommendation to call their
health care provider or the state substance use information
and referral line.

Development of TLC-AUDIT required a multistep pro-
cess that involved mapping out the steps in the interview,
writing conversational dialogue for each step that mirrored
what a human interviewer would say, writing the computer
programs that control the interviewer’s statements and rec-
ognize the caller’s verbal responses, creating the database
for storing the users’ responses, and having an actor record
the interview scripts. Also, because this system used speech
recognition, verbal responses that participants might give
had to be anticipated so that the software could be “trained”
to recognize these responses. This results in a more natural
conversation than was possible with older technology, in
which answers were “communicated” by pushing buttons
on the telephone.

Reviews of the program were conducted in three rounds:
by the research team, by 13 alcohol counselors recruited
for this purpose, and by a sample of 50 callers recruited to
pilot test the program. These 50 callers were anonymously
recruited by placing flyers around the medical campus. The
responses of the 50 callers were examined for the caller’s
ability to understand and respond to the system and for the
ability of the speech recognition software to understand the
caller. Their names or other information were not recorded,
and they were not compensated. After each round of re-
view, interview dialogue was modified, and computer soft-
ware was reprogrammed.

Reliability and validity testing

Participants. Most participants were recruited through
ads placed in two metropolitan area newspapers. In an at-

tempt to reach all segments of the community, ads were
also placed in nine small local neighborhood papers and
one student paper. Flyers were posted on campus, ads were
placed on an online bulletin board, and information was
faxed to community health centers. Recruitment for the
study was completed in 8 months: the first 4 months
for the reliability study and the second 4 months for
the validity study. The ads invited individuals concerned
about their drinking and who were willing to test a new
method of screening and referral for alcohol problems to
call a toll-free number. The ads stated that participants would
receive feedback on their drinking patterns and referral for
further information and treatment, if required, as well as a
$10 gift certificate to McDonald’s or a local supermarket
chain.

Respondents were contacted within 1 week of their ini-
tial call and screened for the following eligibility criteria:
(1) able to use a telephone unassisted, (2) able to speak
English, and (3) be 18 years of age or older. The research
interviewer explained that, as part of the study, all of their
conversations with the computer or with the interviewer
would be recorded. The interviewer then asked permission
to start tape recording the call. If permission was given, the
informed consent was read and discussed, and participant
consent was recorded. A copy of the consent form was
mailed to participants at a later date.

Measure. The AUDIT is a 10-item alcohol-screening tool
developed and used by the World Health Organization
(Babor et al., 1992) in multinational trials of brief interven-
tions. The AUDIT has been shown to be generalizable across
cultural characteristics, demonstrating good sensitivity and
specificity in many populations (Allen et al., 1997; Saunders
et al., 1993). The AUDIT produces a total score from 0 to
40, with a score ≥ 8 considered positive for problem drink-
ing (Babor et al., 1992; Cherpitel, 1995). For female par-
ticipants, Item 3 was modified to read “5 or more drinks”
instead of “6 or more drinks,” based on currently accepted
standards for alcohol consumption in women (NIAAA,
2000).

Procedure. In both studies, the AUDIT was given twice
to each participant, with approximately 1 week between
administrations (mean [SD] = 8.0 [2.4] days). The scoring
and feedback sections of the AUDIT were given after the
second administration only, primarily to avoid influencing
their responses and to provide incentive for participants to
perform the retest. Participants were also asked for addi-
tional information, including their willingness to use a simi-
lar system for changing their drinking. In the reliability
study, participants received the TLC-AUDIT both times. In
the validity study, the human-administered AUDIT was used
as the “gold standard” comparison for the automated AU-
DIT. The order of presentation of the two versions of the
AUDIT was randomized to control for order effects.
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Analysis

Test-retest reliability and criterion validity were exam-
ined both for the total TLC-AUDIT score and for the di-
chotomized score of screening positive for problem drinking.
Reliability for the total score was described through the
intraclass correlation coefficient (ICC). An ICC above .80
is considered to represent strong agreement, and an ICC
between .6 and .8 represents good agreement (Shrout and
Fleiss, 1979). Reliability for a positive screen was described
through kappa, which measures the agreement beyond
chance between ratings on a categorical measure. A κ above
.75 is generally considered excellent agreement, and a κ
between .40 and .75 is considered moderate to good agree-
ment (Fleiss, 1981). Validity of the TLC-AUDIT compared
with a live interviewer was also described through ICC and
kappa statistics.

Results

Participants were 37.4 [13.7] years old on average. Forty-
nine percent were male, 49% were employed, 69% were
single, 45% smoked cigarettes, and 8% were in substance-
use treatment. A total of 282 people left messages on the
toll-free line. Forty-six participants who left messages were
unable to be reached. Seventeen people declined the study,
and six subjects were found to be ineligible. Of the 213
subjects who enrolled and completed the initial AUDIT ad-
ministration, nine participants were lost to follow-up, and
two subjects withdrew from the study, leaving 202 partici-
pants: 102 in the reliability study and 100 in the validity
study.

Test-retest reliability evaluation

On initial administration of the AUDIT, participants’
scores ranged from 0 to 37, with a mean of 15.6 [9.7] and
a 72.6% scoring in the problem drinking range. Scores on
the second administration of the AUDIT ranged from 0 to
36, with a mean of 14.2 [9.2]; 70.6% of the participants
scored in the problem drinking range. The ICC between
both administrations of the TLC-AUDIT was .87. Kappa
for the presence versus absence of problem drinking was
.89.

Criterion validity evaluation

On initial administration of the AUDIT, participants’
scores ranged from 0 to 40 with an overall mean of 15.5
[9.8]; 73% of the participants scored in the problem drink-
ing range. The second administration of the AUDIT ranged
from 0 to 36, with a mean of 13.8 [9.0]; 69% of the partici-
pants scored in the problem drinking range. The ICC for

scores between the TLC and human administrations of the
AUDIT was .94; κ for ratings of the presence or absence
of problem drinking was .75. There were no significant
differences in the classification of problem drinkers based
on the order of method of administration of the AUDIT
(e.g., TLC or human first). There was no difference in clas-
sification of subjects as problem drinkers by TLC versus
human for the first administration of AUDIT (χ2 = 0.87, 1
df, p = .35) or for the second (χ2 = 0.15, 1 df, p = .69). The
percentage agreement between human and TLC is shown
in Table 1.

Potential acceptance of a TLC treatment program

Participants (n = 148) who scored in the problem drink-
ing range on the TLC-AUDIT were asked to consider what
their goals and methods for changing their drinking behav-
ior might be. Sixty-five percent of the subjects indicated
that they would prefer to drink moderately rather than ab-
stain. They were also asked, “If you were to change your
drinking habits, what type of help would you consider us-
ing?” Seven choices were listed, and they were asked to
indicate whether they were willing to use each of them.
Sixty percent of the participants stated that they would con-
sider using a computer program for information and ad-
vice, and 78% of the participants stated they would consider
using a face-to-face counselor. However, when asked, “If
you could talk to the computer again to learn more about
your drinking pattern and how to deal with it, would you
do it?”, 75% of the participants said yes. Of that 75% (n =
111), 83% were willing to make multiple calls, and 78%
were willing to do some work in between calls, such as
writing down how much they drank.

Discussion

The results of this study show that an automated tele-
phone system with speech recognition capabilities can be
used to administer the AUDIT with high levels of test-
retest reliability and criterion validity. These results sug-
gest that a system similar to this one could be offered to
the public to provide low-cost anonymous screening for
those with questions about their alcohol use. Inexpensive
programs can be offered as anonymous learning tools by
Public Health departments and Employee Assistance

TABLE 1. Percentage of agreement between human and Telephone-Linked
Communications (TLC) administration of the Alcohol Use Disorders Iden-
tification Test

Human

TLC Problem No problem

Problem 68% 2%
No problem 8% 22%
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Programs. When used in health care settings, TLC-AUDIT
could also enable health care professionals to focus on those
who screen positive as well as allow for screening efforts
with much greater reach than is possible with traditional
methods.

Another goal of this research was to assess the willing-
ness of problem drinkers to use this technology as a self-
help tool to change their behavior. Although these reports
of willingness to utilize such a system may be biased some-
what by social desirability, they were encouraging. Reported
behavioral intention of utilizing an automated telephone sys-
tem for problem drinking treatment was high (75%). The
authors are currently developing an automated intervention
for problem drinkers based on Behavioral Self-Control
Training (Miller and Munoz, 2005) that will test the will-
ingness of problem drinkers to utilize this methodology as
well as measure its efficacy.

The main limitation of this study is that independent
verification of reports of alcohol use at the time of the
interview was not collected. However, the AUDIT itself
has been shown to measure drinking behavior accurately
(Babor et al., 1992). It would also have been appropriate to
compare human interviewer test-retest reliability with TLC
reliability; however, we did not include that test in our
design.

It was puzzling to find that on the second administration
of the AUDIT in both studies (whether given by TLC or
human administration), average AUDIT scores dropped.
This drop, although not significant, may have lowered the
kappa in the validity study.

 Automated screening, education, and intervention pro-
grams for alcohol problems show great promise for im-
proving access to health information, identifying affected
individuals, and disseminating empirically based self-help
programs. Automated programs can also provide accurate
assessment and intervention with total fidelity to manualized
instructions, thus simplifying interpretation of results by
decreasing error variance. Altogether, computer-based tele-
phone screening for problem drinking could increase the
proportion of people who are willing to be screened and
increase the probability of intervention and treatment.
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This article summarizes the proceedings of a symposium at the 2005 Research Society on Alcohol
ism, Santa Barbara, California. The purpose of the symposium was to address challenges that arise in 
translating evidence for efficacy of alcohol brief intervention (BI) into diverse clinical settings and 
populations by reviewing the literature and describing 4 research studies. Dr. Saitz reviewed the lim
itations in evidence for efficacy of BIs and then described results of a randomized clinical trial of brief 
motivational intervention for medical inpatients drinking risky amounts. Dr. Svikis presented alter
native methods for identifying pregnant women in prenatal care at risk for alcohol and drug problems 
(including nicotine and caffeine) and BIs to reduce or eliminate use. Dr. D'Onofrio discussed results 
of a randomized trial of the brief negotiated interview in emergency department patients. Dr. 
Kraemer presented results of a decision analytic and computer-simulation model regarding the cost
effectiveness of alcohol screening and intervention in primary care settings. Finally, Dr. Perl discussed 
the salient issues and suggested future directions for work in the area of alcohol BI. 
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BASED ON EVIDENCE of efficacy, screening, and 
brief intervention (BI) for unhealthy alcohol use are 

recommended in national practice guidelines (NIAAA, 
2005; Whitlock et aI., 2004), but some have begun to ques
tion the effectiveness of BI and have noted challenges in 
disseminating the practice (Beich et aI., 2002, 2003). 
Although clinical trials have found BI to have efficacy, 
questions remain regarding the magnitude of that efficacy, 
effects on clinically important outcomes, efficacyin diverse 
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populations and settings, and effectiveness in real-world 
practice. 

This article summarizes the proceedings of a symposium 
at the 2005 Research Society on Alcoholism, Santa Bar
bara, California. The purpose of the symposium was to 
address challenges that arise in translating evidence for 
efficacy ofBI into diverse clinical settings and populations 
by reviewing the literature and describing 4 research 
studies. Dr. Saitz reviewed the limitations in evidence for 
efficacy of BIs and then described results of a randomized 
clinical trial of brief motivational intervention for medical 
inpatients drinking risky amounts. Dr. Svikis presented 
alternative methods for identifying pregnant women in 
prenatal care at risk for alcohol and drug problems 
(including nicotine and caffeine) and BIs to reduce or elim
inate use. Dr. D'Onofrio discussed results of a randomized 
trial of the brief negotiated interview in emergency depart
ment (ED) patients. Dr. Kraemer presented results of a 
decision analytic and computer simulation model regard
ing the cost-effectiveness of alcohol screening and 
intervention in primary care settings. Finally, Dr. Perl 
discussed the salient issues and suggested future directions 
for work in the area of alcohol BI. 

LIMITATIONS IN THE EVIDENCE FOR EFFICACY OF 
BRIEF INTERVENTION 

Richard Saitz 

There have been at least 11 systematic reviews published 
addressing the efficacy of BI for unhealthy alcohol use. 
The US Preventive Services Task Force (USPSTF) 
reviewed randomized or controlled trials that enrolled 
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risky or harmful drinkers in primary care settings, not pri
marily focused on alcohol dependence or patients with 
psychiatric comorbidity, of at least fair methodological 
quality, in the English language literature (Whitlock et aI., 
2004). They identified 12 studies in adults. Results of 7 
studies of single brief or very brief (i.e., <5-15 minutes) 
interventions were mixed. Three studies had positive find
ings (including one of a very BI). In 2 studies, there were 
significantly lower proportions of subjects with heavy ep
isodic use and use of risky amounts after BI compared 
with control subjects, though no differences in drinks per 
week. In the third study, BI was associated with decreased 
consumption summarized as grams of alcohol per day. 
Another large study (N = 516) reported a small decrease in 
risky use (from 27% in the control to 20% in the BI group) 
of borderline statistical significance between the groups 
(p = 0.07). The remaining 3 studies of single BIs were 
negative although in 1 case, drinking decreased in both 
intervention and control groups and twice as much in the 
intervention group (but differences between groups were 
not statistically significant). 

The USPSTF identified 7 studies of brief multicontact 
(more than one) interventions. Six of the 7 were of "good" 
methodological quality and had positive results for the 
intervention groups on consumption per day or week or 
exceeding risky amounts. In 6 of the studies that examined 
alcohol-related problems or consequences, there were no 
significant differences. Three studies had more dropouts in 
intervention than in control groups, raising the possibility 
of subject dissatisfaction or discomfort from the interven
tion. Of note, in most large, positive studies the BI was 
done by the patient's health care professional, and out
comes were measured at 1 year. 

Other systematic reviews of controlled studies, some 
detailing and counting each study result and others meta
analyzing the findings yield similar results (Ballesteros et 
aI., 2004; Beich et aI., 2003; Bertholet et aI., 2005; Bien et 
aI., 1993; Dinh-Zarr et aI., 1999; D'Onofrio and Degutis, 
2002; Kahan et aI., 1995; Moyer et aI., 2002; Poikolainen, 
1999; Wilk et aI., 1997). All reviews that examined con
sumption outcomes found significant decreases associated 
with BI in diverse settings. One review found decreases in 
injury, injury-related death, and motor vehicle crashes 
(nonsignificant differences) (Dinh-Zarr et aI., 1999). Two 
recent reviews of studies in primary care settings presented 
the magnitude of the impact of BI in clinically relevant 
ways. In Beich et aI.'s review including 2,784 participants, 
BI decreased the proportion of drinkers of risky amounts 
by 12%, from 69% to 57% (Beich et aI., 2003). Bertholet et 
aI. (2005) in studies including 5,639 participants found BI 
decreased consumption by 15% (mean 38 gjwk). 

Despite this evidence for efficacy, the literature raises 
and leaves many questions to be answered by future 
research on BIs. Although 2 studies have found significant 
decreases in hospital utilization and nonsignificant 
decreases in mortality in participants assigned to BI, few 

studies have reported these outcomes (Fleming et aI., 2002; 
Kristenson et aI., 2002). Of note, in 1 of these studies, the 
serum y-glutamyltransferase (GGT) level did not differ by 
randomized group, but alcohol-related deaths (not total 
mortality) did decrease significantly with BI (Kristenson 
et aI., 2002). 

Questions remain regarding efficacy in diverse settings 
and populations. Efficacy studies with no-treatment con
trol groups have had strict exclusion criteria, including 
primarily patients not seeking treatment and not including 
patients with other drug use, psychiatric illness, or alcohol 
dependence. People with alcohol dependence have been 
studied, however, in studies in which the control group is 
more extensive treatment and in which patients are seeking 
treatment; these studies find BI to have similar efficacy as 
more extensive treatment (Moyer et aI., 2002). In a sys
tematic review of controlled studies of BI in general hospi
tals, brief intervention did not decrease consumption in 
any of 6 studies of inpatients, decreased alcohol problems 
in 4 of 6 studies, and decreased GGT in 2 of 4 studies 
(Emmen et aI., 2004). No randomized study has tested BI 
delivered by ED clinicians, although studies of brief coun
seling in the ED have reported decreases in alcohol-related 
problems but not consumption (Longabaugh et aI., 2001; 
Monti et aI., 1999). A randomized trial in hospitalized 
trauma center patients found a significant decrease 
in consumption with BI and nonsignificant decreases in 
repeat emergency care and trauma admissions (Gentilello 
et aI., 1999). One study in older adults found efficacy for 
BI in decreasing consumption (Fleming et aI., 1999). Pos
itive findings in pregnant women and adolescents appear 
in subgroup analyses of a small number of trials (Chang 
et aI., 1999; Handmaker et aI., 1999; Monti et aI., 1999). 
Most adults in the United States have more than 1 beha
vioral health risk factor. Only 3 studies have addressed 
alcohol use in this context and in only 1 did alcohol 
intervention decrease consumption (Coups et aI., 2004; 
Goldstein et aI., 2004). 

Questions also remain regarding the effectiveness of BI. 
One meta-analysis asked whether screening and BI was 
efficient and whether the yield in terms of benefit was 
worth the effort (Beich et aI., 2003). Although cost-benefit 
analyses have found cost savings, none have used a general 
metric such as quality-adjusted life-years to allow compar
ison with other health care interventions (Fleming et aI., 
2002; Gentilello et aI., 2005). 

In summary, although the number of subjects studied in 
total is relatively small compared with efficacy studies for 
other medical conditions, the evidence for efficacy of BI is 
strong for modest decreases in consumption in people with 
non dependent unhealthy alcohol use not seeking treat
ment. However, the controlled trial evidence in general 
health care settings is limited with regards to efficacy in 
adolescents, older adults, people with dependence or 
comorbidity (e.g., drug dependence, psychiatric illness), and 
pregnant women and in general hospitals, trauma centers, 
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and EDs. Questions remain with regard to the impact of 
BI on outcomes other than consumption (e.g., alcohol
related problems, mortality) and cost-effectiveness. The 
minimum duration of counseling for effect or gain with 
increased duration or number of episodes of intervention 
are not clear. There has been little study of the importance 
of the type of clinician or relationship of the clinician to 
the patient in determining efficacy of BI. Finally, how to 
best achieve both greater efficacy and widespread imple
mentation of BI in clinical practice remains a challenge. 

BRIEF INTERVENTION FOR THE SPECTRUM OF 
ALCOHOL PROBLEMS IN MEDICAL HOSPITAL PATIENTS 

Richard Saitz 

Brief counseling has some efficacy in outpatient settings 
among non dependent people with unhealthy alcohol use, 
but has not been tested in randomized trials for the 
spectrum of unhealthy use (risky drinking through 
dependence) in hospitalized patients (Whitlock et al., 
2004). Evidence for efficacy is limited and conflicting in 
general medical hospital settings (Emmen et al., 2004). 
This section summarizes preliminary results from a clinical 
trial that addresses these questions. 

Medical inpatients in an urban general hospital identi
fied as current risky drinkers by alcohol screening (> 14 
drinks/wk or > 4 drinks/occasion for men; > 11drinks/wk 
or > 3 drinks/occasion for women or the elderly) were 
randomized to a brief motivational intervention or to usual 
care. Primary outcomes of interest were: (1) self-reported 
linkage with alcoholism assistance (residential treatment, 
treatment including counseling or therapy, Alcoholics 
Anonymous, employee assistance program, or medica
tion) by 3 months for patients with alcohol dependence 
and (2) changes in alcohol use at 12months in all subjects. 
Regression analyses adjusted for imbalances in randomi
zed groups. Primary analyses of assistance were stratified 
by gender; exploratory unadjusted analyses were stratified 
by both age and gender. 

Of almost 8,000 hospitalized patients approached, 5,813 
were screened for risky drinking, and 986 (17%) were 
currently drinking at least risky amounts, 524 were eligi
ble, and 341 were enrolled. Most were men (71%), and 
black (45%), with mean age 44 years; 77% were alcohol 
dependent. Among dependent subjects, the effect of the 
intervention on linkage to alcoholism assistance appeared 
to differ by gender and age. Brief intervention improved 
linkage with assistance in women and younger men (Saitz 
et al., 2005). Furthermore, there were few significant 
effects of the intervention on consumption among all 
subjects with unhealthy alcohol use. 

The prevalence of current alcohol problems in the hos
pital was high and most patients identified by screening 
had dependence. Regarding the effectiveness of BI, age 
and sex appeared to matter. In medical inpatients, BI 
showed some promise for linking some with alcohol 
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dependence with assistance, but it may not be sufficient 
for changing consumption. In the hospital setting, effec
tive intervention for alcohol problems may need to be 
more extensive or tailored to specific patient needs. Addi
tional more complete analyses of these preliminary study 
results are in preparation. 

BRIEF INTERVENTION IN THE PRENATAL SETTING FOR 
WOMEN USING TOBACCO AND OTHER DRUGS 

Dace Svikis 

Empirically tested strategies exist to identify pregnant 
women at risk for alcohol and other drug use. Despite 
numerous efforts at practitioner education and training, 
however, incorporation of such strategies into routine 
clinical practice remains problematic. Barriers cited for 
adoption of such strategies include lack of time, practition
er discomfort with queries about drinking and drug use, and 
lack of expertise in handling "yes" responses. This presen
tation looked at 2 alternative approaches for identifying 
pregnant women at risk for alcohol and drug problems as 
well as recent findings from a study of BI for caffeine. 

First, "current smoking status" was examined as a 
screening tool to identify pregnant women at risk of heavy 
alcohol and/or illicit drug use. Participants were 412 preg
nant women seeking care in an urban, hospital-based 
obstetrics clinic. All women provided informed consent. 
The sample was predominantly African American (64.7%), 
single/never married (65.9%), and unemployed (38.7%), 
with a mean age of25.7 years (SD 5.7) and 12.5 years (SD 
2.3) of education. Over 3/4 (76.8%) reported that their cur
rent pregnancy was unplanned. Nearly one-half (41.8%) of 
the sample reported daily use of tobacco (lifetime) and 
nearly one-third (32.0%) reported smoking in the 3 months 
prior to the first prenatal visit. Current smokers were more 
likely than nonsmokers to report ever having consumed at 
least 6 drinks (52.3 and 32.9%, p<O.OOI), having had 
alcohol-related blackouts (36.7 and 24.3%, p<0.03), and 
feeling guilty about their drinking (20.9 and 10.0%, 
p < 0.017). Women who reported smoking in the past 
3 months were also more likely than nonsmokers to report 
prenatal use of marijuana (23 and 9%, respectively, 
p<O.OOI). These findings confirm that current smoking 
status is in fact a useful screening tool for identifying wom
en at risk for heavy drinking and other drug use. 

More recently, our program of research has examined 
several types of BIs (practitioner advice, behavioral incen
tives, and motivational interviewing) with alternative target 
behaviors (e.g., tobacco, caffeine). In all cases, alcohol and 
other substance use was monitored to see if reductions in 
smoking were associated with similar reductions in drink
ing and other drug use. The presentation described a 
recently completed study of brief practitioner advice target
ing caffeine use during pregnancy (Svikis and Jones, 2005). 

Caffeine is the most frequently consumed drug in the 
United States (Senay, 1983)and recent studies have shown 
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regular, frequent caffeine use to be a form of drug 
dependence (Hughes et aI., 1992). A number of studies 
have shown adverse consequences of prenatal caffeine use. 
Despite potential dangers, however, caffeine remains one 
of the most frequently used nonnutritional substances 
during pregnancy. The present study examined the 
effectiveness of a strong physician message to eliminate 
caffeine use during pregnancy on quantity and frequency 
of caffeine use. The study also looked at predictors of a 
woman's ability to quit caffeine use. 

Participants were 45 pregnant women who completed a 
series of questionnaires at the first, second, and sixth pre
natal visits as well as a personal interview. The study found 
that women with a family history of alcoholism and a 
diagnosis of caffeine dependence (lifetime) were less likely 
to maintain lower levels of caffeine use during pregnancy. 
The study also found that this group of women tended to 
consume more alcohol before pregnancy (p<0.058) and 
were more likely to use other drugs (lifetime) (p < 0.05). 
Study findings suggest that less social stigma associated 
with caffeine use during pregnancy may make it a useful 
prototype for the study of alcohol and other drug use dur
ing the prenatal period. 

BRIEF INTERVENTION PERFORMED BY EMERGENCY
 
PRACTITIONERS FOR HAZARDOUS AND HARMFUL
 

DRINKERS IN THE EMERGENCY DEPARTMENT
 

Gail D'Onofrio 

Unhealthy alcohol use is prevalent in ED populations 
and covers a wide spectrum of misuse, ranging from at-risk 
or hazardous drinking to dependence (Cherpitel, 1999; 
Saitz, 2005). Hazardous drinking is defined as exceeding 
the National Institute on Alcohol Abuse and Alcoholism 
(NIAAA) guidelines for low-risk drinking (NIAAA, 
2005). These drinkers are at risk for future medical, social, 
or legal consequences. Harmful drinkers are those patients 
who present with a negative consequence related to alco
hol. Previous studies in the ED have demonstrated that BI 
has decreased negative consequences but that both inter
vention and control groups similarly decreased their drink
ing (Longabaugh et aI., 2001; Monti et aI., 1999). Only one 
study of hospitalized trauma patients has demonstrated 
that a 30-minute BI significantly reduced alcohol con
sumption (Gentilello et aI., 1999). All of these studies, 
however, have used specialized counselors, such as social 
workers, or masters, or doctoral-level psychologists. 

The purpose of this study was to develop and test a BI, 
namely, the Brief Negotiation Interview (BNI), on harm
ful and hazardous drinkers performed by existing staff 
(D'Onofrio et aI., 2005b). Emergency practitioners (EPs) 
were defined as senior emergency medicine residents, 
faculty, and physician associates. The EPs were trained 
during a 2-hour skills-based session and at a later date 
tested for adherence to and competence with the BNI 
using a standardized patient scenario and a checklist of 

critical components of the BNI. The intervention was per
formed in the context of a randomized-controlled trial 
(RCT) conducted in an urban teaching hospital to test the 
efficacy of BNI on patient alcohol consumption and neg
ative consequences. Fifty-eight EPs were trained and 53 
(91%) passed the proficiency exam; 96% passed after 
remediation. Two EPs left the institution prior to remedi
ation. During the course of the RCT, 247 BNIs were per
formed by 47 EPs. The mean number of BNIs performed 
per EP was 5.28 (SD +4.91, range 0-28) The mean dura
tion was 7.75 minutes (SD ± 3.18, range 4-24). Three 
BNIs were not performed because of critical illness: a bow
el obstruction leading to surgical intervention, an acute 
myocardial infarction, and an evolving altered mental 
status because of a subdural hematoma. 

The results of the RCT were reported in abstract form 
(D'Onofrio et aI., 2005a). A BI performed by EPs was 
acceptable and feasible to perform in a real-world setting. 
However, to date there is a paucity of evidence supporting 
BI in the ED setting. A recent article by Maio reported 
that an interactive, computer BI was not effective in 
decreasing alcohol misuse for adolescents aged 14 to 18 
(Maio et aI., 2005). 

There are many methodological challenges that may 
influence the results and limit the generalizability of ED 
studies done to date (D'Onofrio and Degutis, 2004). First, 
all of the studies have had high refusal rates; as many as 
47% of patients refused to participate. Refusal rates are 
particularly high in the adolescent studies because parents 
need to give consent. In addition patients in the standard 
care conditions actually received much more than standard 
care. This information was imparted both in the lengthy 
assessments and in the form of advice and handouts that 
may in fact have functioned as interventions themselves. 
This contact with counselors and information goes beyond 
the standard of care commonly seen in ED settings. It is al
so possible that these studies were not powered sufficiently 
to find significance in negative consequences and repeat ED 
and hospital visits, as these events are relatively infrequent. 

It is clear that further research is needed to delineate the 
possible effectiveness of BI in the ED setting. Past studies 
have included a wide range of ages of participants and 
inclusion criteria. It is possible for example that the admit
ted trauma patient, by definition sustaining a severe injury, 
was more motivated to change than most patients who are 
treated and released. Perhaps interventions targeted for 
specific age groups and conditions may be more successful. 

COST-EFFECTIVENESS OF BRIEF INTERVENTION FOR 
UNHEALTHY ALCOHOL USE 

Kevin L. Kraemer 

Many questions remain about the value and feasibility 
of extending alcohol screening and BI to diverse practice 
settings and populations (Beich et al., 2003). Cost-effec
tiveness modeling can be an important tool for addressing 
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some of these questions (Fleming et al., 2000, 2002; 
French, 2001; Gold et aI., 1996;Wutzke et aI., 2001). 

In this study, we estimated the cost-effectiveness of 
alcohol screening and intervention in primary care using 
decision analytic and computer simulation techniques. 
Our analysis closely followed the methodological recom
mendations of the Panel on Cost-Effectiveness in Health 
and Medicine (Gold et aI., 1996). We designed a Markov 
decision model to track 6 alcohol-related health states 
(abstinence, safe drinking, at-risk drinking, alcohol abuse, 
alcohol dependence, and alcohol dependence in recovery). 
Model parameters were obtained from published values 
for alcohol screening sensitivity/specificity, prevalence of 
alcohol problems in primary care, efficacy of BI, transition 
between alcohol-related health states, mortality, costs for 
alcohol screening and intervention, and lifetime health 
care costs. Where published data were not available, we 
made simplifying assumptions that reflected actual primary 
care practices or were biased against alcohol screening and 
intervention. We obtained standard gamble utility estimates 
for each alcohol-related health state from a clinic/ 
community sample (Kraemer et aI., 2005). We used 
separate models for men and women because transition 
probabilities between health states were substantially 
different by gender. We calculated the incremental cost
effectiveness ratio [cost per quality-adjusted life-year 
(QALY)] from the societal perspective and discounted costs 
and benefits at a rate of 3%. Under baseline conditions, the 
screening and intervention strategy dominated and was cost 
saving compared with the no screening strategy. Screening 
and intervention yielded a savings of $300 and a gain of 0.05 
QALYs per man or woman screened. Results were robust 
to a range of alcohol use prevalence, intervention efficacy 
estimates, costs, utilities, and discount rates. 

These preliminary results indicate that screening and 
intervention for unhealthy alcohol use in primary care can 
extend quality-adjusted life and save money. Cost-effec
tiveness analysis can be a useful toolfor informing clinical 
practice, policy, and research related to alcohol prevention 
and treatment in diverse practice settings and populations. 

DISCUSSION 

Harold Perl 

The participants in this symposium highlighted 3 sets of 
fundamental and inter-related questions that deserve 
attention. 

1. How	 can the research community give clinicians the 
tools that they want, need, and will use? This is not the 
same as "getting them to do it." Rather, it is a matter of 
demonstrating effectiveness and benefit at a tolerable 
and acceptable cost. 

2.	 What are the essential ingredients ofBIs? How and why 
does it work? Would a simpler-or more "stripped
down"-package be more effective or more acceptable? 
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3. How can	 BIs for alcohol problems be embedded and 
incorporated into the broader health care system over 
time, in a sustainable and viable manner? 

The answers will depend on additional research but some 
observations can be made now. 

Alcohol treatment has often been viewed as an episodic 
intervention for an acute disorder. More recently, we have 
come to view alcohol problems as more chronic and long 
term. Consequently, we need to make certain assumptions 
about the trajectory of this disorder's progression. In other 
words, an individual may go from a nondrinker to the first 
drink to a low-risk drinker to a high-risk drinker to harm
ful drinker to crossing the diagnostic threshold for abuse 
and/or dependence. An individual may move along this 
pathway-or not. Another may return to an "earlier" 
point-or not. One may "respond to treatment"-or not. 
Whatever the pattern may be, however, we must stop 
focusing on only the single point in time and consider the 
interventions we plan-and the outcomes we measure-in 
terms of longer stretches of these trajectories. 

The basic principles of prevention and early intervention 
suggest that we identify problems and act as early in the 
pathway as possible. Yet many of the persons who may be 
most in need of intervention-those with alcohol abuse or 
dependence-do not even acknowledge themselves to be in 
need, much less those persons with risky or problem drink
ing. We cannot expect them to present themselves at the 
entrance of the alcohol treatment system and request 
interventions. One alternative strategy would be to cast 
our lines and nets in different parts of the stream because 
some fishing holes have more fish than others. Many per
sons with alcohol problems pass through the medical care 
system; the mental health care system; prisons, jails, and 
other correctional settings; college and university settings; 
the welfare and social service system; and certain occupa
tional and workplace settings. These are settings where 
screening and intervention holds the promise of bringing 
new patients in need into care. 

The research presented in this symposium demonstrates 
rather clearly that screening and BI can work, though they 
do not always work, and challenges abound. For example, 
one methodological issue needs to be considered in under
standing the research on BIs. "Assessment reactivity" is 
meant to convey the behavior change that is posited to 
result from the intense assessment protocols that are used 
to measure drinking behaviors in research studies and is 
typically put forth as an explanation for observations of 
positive changes in drinking behaviors across both BI and 
"comparison" or "control" conditions. However, "assess
ment reactivity" has begun to take on a nearly pejorative 
taint, as if it were an adverse event to be avoided at all 
costs. In fact, such observations may actually be 
harbingers of a desirable eventuality. That is to say, if the 
assessment protocol is serving as a form of attenuated 
treatment, then it may be possible to isolate and identify 
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what aspects of that "bare-bones" intervention are the 
most potent and make them the centerpiece of a basic 
intervention that is truly brief. Presumably, such a potent 
yet quick intervention would be more likely to be accept
able and sustainable in the medical care and other systems. 

Therefore, the next step is to learn how to improve BIs 
and incorporate them in the current systems of care so they 
are routine, efficacious, and typical components of the 
process. They should not be experienced as additional 
"burdens" to be borne by the most motivated practition
ers. Rather, they need to be assimilated by the system so 
that they are sustainable to the setting (both fiscal and 
time-management factors) as well as acceptable (even 
attractive) to policy makers, clinical leaders, and on-the
ground clinical providers. 

Current (and future) technologies need to be exploited 
to facilitate this assimilation, so that the BIs are 
transparent and seamless. New computer and Web-based 
technologies may have much to contribute, including elec
tronic reminders, computer-assisted screening tools, and 
integrating with electronic medical records. 

The recently revised NIAAA Clinicians Guide: Helping 
Patients Who Drink Too Much (NIAAA, 2005) is another 
tool that can be used to facilitate the incorporation of BIs 
into a variety of settings. Originally designed for use by 
physicians and other primary medical caregivers, the 
Guide has been broadened to make it more relevant and 
useful to mental health caregivers, who often treat persons 
with unhealthy alcohol use. The Guide recommends a 
screening protocol that starts with a single question to 
make the process as easy and quick as possible. Once a 
patient is identified, then the clinician can more extensively 
assess the actual level of risk or disorder. The revised 
Guide also recommends distinct and parallel courses of 
intervention that can be followed differentially for patients 
who are at-risk drinkers or have alcohol use disorders. A 
variety of assessment, intervention, and follow-up tools 
are also provided. 

With further attention to the best balance of cost, effi
cacy, and acceptability, and with further research on BIs in 
diverse populations and settings, the promise of routinely 
and effectively addressing the spectrum of unhealthy alco
hol use may be achieved. 
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BACKGROUND: Professional organizations recommend screening and

brief intervention for unhealthy alcohol use; however, brief intervention

has established efficacy only for people without alcohol dependence.

Whether many medical inpatients with unhealthy alcohol use have

nondependent use, and thus might benefit from brief intervention, is

unknown.

OBJECTIVE: To determine the prevalence and spectrum of unhealthy

alcohol use in medical inpatients.

DESIGN: Interviews of medical inpatients (March 2001 to June 2003).

SUBJECTS: Adult medical inpatients (5,813) in an urban teaching

hospital.

MEASUREMENTS: Proportion drinking risky amounts in the past

month (defined by national standards); proportion drinking risky

amounts with a current alcohol diagnosis (determined by diagnostic

interview).

RESULTS: Seventeen percent (986) were drinking risky amounts; 97%

exceeded per occasion limits. Most scored �8 on the Alcohol Use Dis-

orders Identification Test, strongly correlating with alcohol diagnoses.

Most of a subsample of subjects who drank risky amounts and received

further evaluation had dependence (77%).

CONCLUSIONS: Drinking risky amounts was common in medical in-

patients. Most drinkers of risky amounts had dependence, not the

broad spectrum of unhealthy alcohol use anticipated. Screening on a

medicine service largely identifies patients with dependence—a group

for whom the efficacy of brief intervention (a recommended practice)

is not well established.
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P eople with unhealthy alcohol use often go unidentified

and do not receive timely care despite the existence of

brief, valid screening tools.1 Given the availability of these

tools and the magnitude of alcohol-related health problems,

professional organizations recommend that clinicians screen

for unhealthy alcohol use, and, when indicated, conduct a

brief intervention.2

In 1990, the Institute of Medicine (IOM) described a spec-

trum of unhealthy alcohol use in the general population.3 The

spectrum included drinking risky amounts (amounts that in-

crease the risk of health consequences); problem drinking (use

associated with consequences); harmful drinking and alcohol

abuse (diagnoses characterized by recurrent consequences);

and alcohol dependence (alcoholism, the most severe alcohol

problem). The IOM emphasized that most people with un-

healthy alcohol use were not alcohol dependent and that they

would likely benefit from brief intervention.

Few studies have characterized this spectrum in medical

inpatients through systematic screening with validated meas-

ures. However, determining whether medical inpatients as a

whole have a range of unhealthy alcohol use has impor-

tant treatment implications. It can help establish whether

they are likely to benefit from screening and brief interven-

tion—a currently recommended practice that has proven

helpful for drinkers with nondependent unhealthy alcohol

use but has less established efficacy for those with alcohol

dependence.4

Therefore, this study aimed to characterize unhealthy

alcohol use in medical inpatients. We hypothesized that the

prevalence of unhealthy alcohol use would be high and that

the spectrum would be broad.

METHODS

Design

We conducted a cross-sectional study to determine the preva-

lence and spectrum of unhealthy alcohol use in medical inpa-

tients. First, we screened patients for drinking risky amounts.

A subgroup of patients who screened positive enrolled in a

clinical trial of an alcohol brief intervention (i.e., ‘‘enrolled sub-

sample’’) and was evaluated more extensively. We compared

this enrolled subsample to subjects who were drinking risky

amounts but did not enroll (i.e., the ‘‘nonenrolled subsample’’)

to determine the similarities between these groups and thus

make inferences about medical inpatients with unhealthy

alcohol use.
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Subjects

We recruited subjects from the inpatient medicine service of a

large, urban teaching hospital between March 2001 and June

2003. On weekdays, trained research associates (RAs)

reviewed an admissions database and approached all patients

who were �18 years, hospitalized on the medicine service, and

whose physicians permitted contact. Patients who were fluent

in English or Spanish and gave oral consent were screened.

The Institutional Review and Privacy Boards of Boston

University Medical Center approved this study. We secured

additional protection with a Certificate of Confidentiality

from the National Institute on Alcohol Abuse and Alcoholism

(NIAAA).

Measurements

Research associates collected demographic data and admin-

istered the Alcohol Use Disorders Identification Test (AUDIT)

by interview5 (online Appendix A). For the first 7 months, RAs

asked subjects with an AUDIT score of �8 (the validated cut-

off) their average number of drinking days per week, average

number of drinks consumed on a typical day, and maximum

number of drinks consumed on an occasion to better charac-

terize current (past month) alcohol use.6 For the remaining 22

months of the study, RAs asked the additional questions to all

who drank more than ‘‘never’’ in the past 12 months (deter-

mined by the AUDIT’s first item). We changed our screening

approach to maximize identification of drinkers of risky

amounts; the newer approach allowed us to identify all of

these drinkers, not only those who had reached a specific

threshold on the AUDIT. Similar to NIAAA guidelines,5 we de-

fined risky amounts as >14 standard drinks per week or �5

drinks per occasion for men (>11 and �4, respectively, for both

women and people �66 years).

Research associates asked subjects drinking risky

amounts about their readiness to change drinking using a

visual analogue scale ranging from 0 to 107 and then

established subjects’ eligibility for a brief intervention trial.

Eligible subjects (provided 2 contacts, did not anticipate mov-

10,273 admissions approached

7,824 individuals* approached

1,127 with a language barrier

392 confused

492 refused/had a timing conflict 

5,813 screened** for drinking risky amounts; 2,992 men, 2,821 women

52 with risky drinking amounts undetermined

4,775 not drinking risky amounts

986 drinking risky amounts in the past month; 769 men, 217 women

(17% of those screened; 26% of men screened, 8% of women screened)

Nonenrolled subsample:

645 did not enter clinical trial;

527 men, 118 women

Enrolled subsample:

341 entered a brief intervention clinical trial;

242 men, 99 women

--183 eligible but refused to enter clinical trial 

--462 not eligible: 

94 with incomplete screening

52 moving in next 12 months

230 with < 2 contacts

86 with MMSE < 21

--261 (77%) had dependence; 185 (76%) 

of men, 76 (77%) of women

--15 (4%) had abuse; 11 (5%) of men, 

4 (4%) of women

*For individuals with more than 1 admission, we included only data gathered during our first contact with the individual.
**During the first 7 months of the study, before we changed screening criteria, 22% of the 5,813 subjects were screened.

FIGURE 1. Process of screening medical inpatients and further assessment of subjects enrolled in a study of an alcohol brief intervention.
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ing from the area in the next year, had a Mini-Mental State

Examination score of �21,8 and provided written informed

consent) underwent additional evaluation. Research associ-

ates assessed this ‘‘enrolled subsample’’ for current (past year)

diagnoses of alcohol abuse and dependence according to

the Diagnostic and Statistical Manual of Mental Disorders,

Fourth Edition IV (DSM IV) using the Composite International

Diagnostic Interview Alcohol Module9; alcohol problems

with the Short Inventory of Problems10; medical comorbidi-

ty11; and alcohol treatment utilization. Structured medical

record review (by author R.S.) determined the principal diag-

nosis of the current admission and current alcohol-related

diagnoses.

Analyses

We conducted analyses with SAS/STAT software.12 We

compared the enrolled and nonenrolled subsamples with the

w2 test, Fisher’s exact test, 2-sample t-test, and Wilcoxon rank

sum test, as appropriate. Reported P values are 2-tailed.

RESULTS

Research associates approached 10,273 admissions (repre-

senting 7,824 individuals) and screened 5,813 individuals

(2,992 [51%] male; 2,821 [49%] female) (Fig. 1). Of those

screened, 986 (17%) reported drinking risky amounts in the

past month. A higher percentage of men than women screened

positive (26% vs 8%, Po.0001).

Almost all drinkers of risky amounts reported exceeding

per occasion drinking limits (Table 1). Most had AUDIT scores

of �8; 38% had scores of �20 (indicating need for alcohol

treatment). Readiness to change was high.

Among the drinkers of risky amounts, 341 entered a brief

intervention trial (i.e., the enrolled subsample). To make infer-

ences about medical inpatients with unhealthy alcohol use, we

compared the enrolled subsample with subjects not enrolled in

the trial. The enrolled subsample had a lower percentage of

men, higher percentage of blacks, and lower mean age. Howev-

er, both groups were similar on most alcohol use characteris-

tics, including AUDIT scores. When differences occurred (i.e.,

maximum drinks per occasion and readiness), they were small.

Table 1. Characteristics of Medical Inpatients Drinking Risky Amounts of Alcohol

Nonenrolled Subsample�

(N=645)
Enrolled Subsample�

(N=341)
P Value

Male, number (%) 527 (82) 242 (71) o.001
Race — — o.001

Hispanic, number (%) 89 (14) 30 (9) —
Black, number (%) 209 (32) 155 (45) —
White, number (%) 256 (40) 133 (39) —
Other, number (%) 91 (14) 23 (7) —

Age, mean y (SD) 48 (12) 44 (11) o.001
AUDIT — — —
�8, number (%) 527 (82) 294 (86) .07
�20, number (%) 234 (36) 143 (42) .08

Exceeded maximum per occasion amounts (�5 drinks for
men, �4 for women and people 66 y or older), number (%)

624 (97) 337 (99) .06

Maximum number of drinks per occasion, median (IQR)w 12 (6 to 20) 12 (7 to 24) .004
Number of drinks per week, median (IQR) 21 (8 to 60) 24 (8 to 72) .46
Readiness to change, median (IQR) 8 (2 to 10) 8 (5 to 10) .02
Diagnoses of current alcohol use disorders — — —

Alcohol dependence, number (%) N/D 261 (77) —
Alcohol abuse, number (%) N/D 15 (4) —
No diagnosis, number (%) N/D 65 (19) —

Alcohol-related medical diagnosis, lifetime, self-report, number (%) N/D 323z (95) —
Alcohol-related medical diagnosis, past 3 mo, self-report, number (%) N/D 285‰ (84) —
Alcohol problems (�1), past 3 mo, number (%) N/D 304 (89) —
Alcohol-related medical diagnosis, medical record review, number (%) N/D 156 (46) —
Principal diagnosis, current admission — — —

Rule out myocardial infarction, number (%) N/D 61 (18) —
Alcohol-related, number (%) N/D 51 (15) —
Reactive airways diseases, number (%) N/D 36 (11) —
Pancreatitis, number (%) N/D 33 (10) —
Cellulitis, number (%) N/D 22 (6) —
Diabetes, number (%) N/D 14 (4) —

Alcohol assistance, past 3 mo — 86z (25) —
Residential program, number (%) N/D 11z (3) —
Outpatient treatment (e.g., counseling or therapy), number (%) N/D 16z (5) —
Mutual-help group (e.g., Alcoholics Anonymous), number (%) N/D 65 (19) —
Employee assistance program, number (%) N/D 1 (0.3) —
Naltrexone or disulfiram, number (%) N/D 5 (1) —

Detoxification program, past 3 mo, number (%) N/D 56 k (17) —

�The nonenrolled subsample underwent screening only; the enrolled subsample entered a clinical trial and underwent both screening and further

evaluation.
w25th and 75th percentiles reported.
zN=340; ‰N=338; kN=339.

SD, standard deviation; IQR, interquartile range; N 6¼D, not determined.
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We evaluated the enrolled subsample more extensively. Most

(77%) had current alcohol dependence. Alcohol-related medi-

cal diagnoses were common. In the past 3 months, 25% had

received alcohol assistance.

CONCLUSIONS

A substantial proportion of medical inpatients had unhealthy

alcohol use. However, contrary to our hypothesis, the spec-

trum of use was narrow: most patients screening positive had

alcohol dependence.

Numerous studies have assessed the prevalence of alco-

hol problems among hospitalized patients.13–17 Prevalence fig-

ures vary widely—from 2% to 60%13,14—and are influenced by

many factors (e.g., patient population, definitions, assess-

ments). In the smaller subset of studies that have both exam-

ined current alcohol problems among medical inpatients and

used validated measures, prevalence ranges from 3% to

47%.15,16 The prevalence of current drinking of risky amounts

in our study falls in the middle range of most commonly re-

ported estimates. Notably, the prevalence of dependence—de-

termined by a diagnostic instrument—among these drinkers of

risky amounts is very high.

This study has some limitations and several notable

strengths. First, the prevalence of drinking risky amounts

was undetermined for some patients (Fig. 1). However, this

study—unlike many others—attempted to screen all medical

admissions with validated tools that identify the spectrum of

unhealthy alcohol use. Second, diagnoses were determined

only for the enrolled subsample. However, a similar proportion

of the nonenrolled subsample would presumably also have de-

pendence because the groups were quite similar (e.g., the ma-

jority of both groups scored �8 on the AUDIT, strongly

correlating with abuse or dependence diagnoses). Third, de-

spite the change in screening criteria, the proportions of sub-

jects identified as drinking risky amounts with the original

criteria and the changed criteria were similar (19% and 17%,

respectively). Fourth, RAs reviewed admissions databases only

on weekdays and may have missed patients admitted on the

weekends, although most weekend admissions remain hospi-

talized on a weekday. Lastly, we defined weekly risky amounts

for women as 411 rather than 47 drinks per week, NIAAA’s

recommended cutoff,5 to ensure that the trial could detect in-

tervention effects (to avoid floor effects). Still, very few addi-

tional women would have been classified as drinkers of risky

amounts using the NIAAA cutoff (6 of 2,592 women not drink-

ing 411 drinks per week).

Despite these limitations, our findings have implications

for screening and intervention practices. Current practice

guidelines recommend screening and brief intervention, when

indicated, for unhealthy alcohol use. If widely adopted in gen-

eral hospitals, screening will reveal that a substantial propor-

tion of patients (17%) has unhealthy alcohol use, and that

most of these patients have dependence. However, whether

this population may benefit from brief intervention is not well

established. Studies on brief intervention’s efficacy for inpa-

tients are limited (e.g., variable exclusion criteria, few specific

to medical inpatients) and conflicting. A systematic review

found that brief intervention did not reduce consumption

among inpatients on various units in all 6 trials examined.18

However, other studies specific to medical inpatients suggest

that brief interventions may be useful.19,20

A substantial proportion of medical inpatients has un-

healthy alcohol use, mainly alcohol dependence. Because the

efficacy of known approaches to help these primarily alcohol-

dependent medical inpatients is not yet well established—de-

spite the substantial contribution of alcohol to inpatient med-

ical problems—enhanced brief intervention strategies as well

as new practical and effective interventions must be developed

and disseminated to decrease the direct complications associ-

ated with unhealthy alcohol use.
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ABSTRACT

 

The Association for Medical Education and Research in Substance Abuse (AMERSA) is a multi-disciplinary organiza-
tion committed to health professional faculty development in substance abuse. In 1976, members of  the Career Teach-
ers Training Program in Alcohol and Drug Abuse, a US federally funded multi-disciplinary faculty development
program, formed AMERSA. The organization grew from 59 founding members, who were primarily medical school
faculty, to over 300 health professionals from a spectrum of  disciplines including physicians, nurses, social workers,
dentists, allied health professionals, psychologists and other clinical educators who are responsible for advancing sub-
stance abuse education. AMERSA members promote substance abuse education among health professionals by devel-
oping curricula, promulgating relevant policy and training health professional faculty to become excellent teachers in
this field. AMERSA influences public policy by offering standards for improving substance abuse education. The orga-
nization publishes a peer-reviewed, quarterly journal, 

 

Substance Abuse,

 

 which emphasizes research on the education
and training of  health professions and also includes original clinical and prevention research. Each year, the AMERSA
National Conference brings together researchers and health professional educators to learn about scientific advances
and exemplary teaching approaches. In the future, AMERSA will continue to pursue this mission of  advancing and
supporting health professional faculty who educate students and trainees to address substance abuse in patients and
clients.
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INTRODUCTION

 

The Association for Medical Education and Research in
Substance Abuse (AMERSA) is a multi-disciplinary
organization committed to health professional faculty
development in substance abuse (Table 1). It is the only
multi-disciplinary national organization in the United
States with this explicit educational mission. During its
29 years in existence, AMERSA has attracted health pro-
fessionals including physicians, nurses, social workers,
psychologists, public health practitioners, dentists, other
allied health professionals and clinical educators from a
broad spectrum of  disciplines. Curriculum materials used
in much of  the addictions teaching for health profession-
als were developed by AMERSA members. Its members
have been responsible for advancing an agenda in the

United States focused on curriculum development in sub-
stance abuse health professional education [1–7].

 

FOUNDING OF AMERSA

 

Since its inception, AMERSA’s goal has been to improve
the substance abuse education of  health professional
trainees related to prevention, intervention and treat-
ment of  individuals and families. Advancing the knowl-
edge and skills of  faculty at academic professional schools
has been seen as the most effective means. In 1976,
members of  the Career Teachers Training Program in
Alcohol and Drug Abuse [8] formed AMERSA. The
Career Teachers Program (1972–82), sponsored by the
National Institute on Alcohol Abuse and Alcoholism
(NIAAA) and the National Institute on Drug Abuse
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(NIDA), was one of  the first multi-disciplinary health pro-
fessional faculty development programs. Over the course
of  this program’s existence, 59 career teachers, faculty in
medical and public health schools, were challenged by
the problems they encountered in pursuit of  their goal:
implementing curriculum changes to enhance substance
abuse education within their own professional schools.
Within the structure of  the Careers Teachers Program,
they were able to develop common strategies and support
each other as they encountered common barriers to
achieving this goal. Barriers included resistance from
curriculum committees, faculties and deans who did not
support inclusion of  substance abuse issues in the curric-
ulum. Despite the resistance, these substance abuse edu-
cator pioneers recognized the benefits of  the support
network of  this national faculty development program.
When it became clear that the effective federally funded
Career Teachers Program was coming to an end, the fac-
ulty recipients of  this support decided to broaden the
group beyond the career teachers and form a new
national organization. Thus, AMERSA was established
with Marc Galanter MD, leading the organization as the
first president. The founding members also initiated the
AMERSA journal, 

 

Substance Abuse

 

, which has continued
to be published and grow since its inception. Members of
the organization and AMERSA staff  continue to work
closely with NIDA, NIAAA and other federal agencies to
carry on and strengthen the mission of  the organization.
Originally housed at the Brown University Center for
Alcohol and Addiction Studies, AMERSA’s national head-
quarters are now independently located in Providence,
Rhode Island .

 

IMPACT ON FACULTY DEVELOPMENT IN 
SUBSTANCE ABUSE

 

As stated on the organization’s website:

AMERSA members from diverse departments at 
health professional schools have developed, imple-

mented, and evaluated state-of-the-art curricula, edu-
cational programs, and faculty development 
programs. [Its] members have developed clinical and 
research measures for substance abuse services and 
professional education. They are actively engaged in 
research related to substance abuse education, clini-
cal service, and prevention [9].

AMERSA has pursued the advancement of  substance
abuse education among health professionals by develop-
ing and promulgating appropriate policy and by sup-
porting health professional faculty to become more
knowledgeable and skillful about teaching in this field.
AMERSA has been instrumental in setting educational
standards for essential knowledge and skills required of
primary care physicians and more recently a whole spec-
trum of  health professions. The organization and its
members have clearly articulated the rationale for inclu-
sion of  substance abuse health professional education
[7,10].

In 1985, AMERSA sponsored a conference with the
Betty Ford Center, NIAAA and NIDA to develop consen-
sus on the knowledge, skills and desirable educational
experiences necessary for primary care physicians in
alcohol and drug abuse, the optimal roles and responsi-
bilities of  the involved organizations and the best strate-
gies for implementation. The result of  this landmark
conference was a delineation of  the subjects and neces-
sary skills that should be taught, the role of  medical
schools and government, and the development of
specialty-specific guidelines. This meeting was the fore-
runner of  several subsequent US efforts in faculty devel-
opment such as the US Health Services and Resources
Administration (HRSA) Faculty Development Programs
in alcohol and other drug abuse, targeting general inter-
nal medicine, family medicine and pediatrics [11], and
several faculty development programs in the 1990s
funded by the Center for Substance Abuse Prevention
(CSAP), SAMHSA, targeting nursing, social work, medi-
cine and public health. Most recently, US federal agencies

 

Table 1

 

AMERSA’s mission statement.

AMERSA, founded in 1976, is a multi-disciplinary organization of  health-care professionals dedicated to improving education in the 
care of  individuals with substance abuse problems. AMERSA’s mission is to:
• Provide leadership and improve training for all health-care professionals in the management of  problems related to alcohol, tobacco 

and other drugs
• Disseminate state-of-the-art scientific information about substance abuse education and research, through means such as the 

National AMERSA conference and the organization’s journal, 

 

Substance Abuse

 

• Provide mentoring for health professionals interested in becoming teachers, clinicians and researchers in the field
• Promote cultural competence and inclusiveness among health-care professionals in their work with individuals affected by alcohol, 

tobacco and other drug problems
• Promote collaboration among multiple professions including, but not limited to, medicine, nursing, social work, psychology, 

dentistry, pharmacology and public health
• Build a national network of  substance abuse experts who can advise local, national and international organizations on health 

professional substance abuse education through representation at national forums
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supported AMERSA in the creation of  the 2002 Strategic
Plan for Interdisciplinary Faculty Development in sub-
stance abuse and the newest faculty development pro-
gram, Project MAINSTREAM (
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[7]. Members have worked closely with the Center for
Substance Abuse Treatment (CSAT) and HRSA in Project
MAINSTREAM for continuing development of  multi-
disciplinary  addiction  faculty.  As  part  of  Project
MAINSTREAM, health professionals from a variety of
disciplines attend the annual National AMERSA Confer-
ence. Because of  its long-standing commitment to sub-
stance abuse training, AMERSA has been instrumental
in establishing addiction training in medical, nursing and
other health professional institutions nationally.

Thus, one of  AMERSA’s greatest contributions is the
clear articulation of  critical curriculum content includ-
ing skills training. Through its consensus statements
[12], AMERSA has advanced the concept that primary
care clinical teams are in a critical position to detect and
treat patients with substance abuse problems, yet they
continue to struggle, due in part to lack of  training.
Therefore, a focus of  the organization is to incorporate
substance abuse clinical and research activities into
mainstream clinical practice. AMERSA pursues its goal of
setting educational standards by presenting a showcase
of  model programs at its annual national meeting and
publishing educational research in its journal, 

 

Substance
Abuse

 

. Internationally, AMERSA was not alone in its
early efforts to effect change in the education of  medical
professionals. Advances in training and curriculum
design were taking place in many countries; prominent
among these were Australia, England, Sweden and
Canada [13–15].

 

IMPACT ON SUBSTANCE ABUSE 
EDUCATION POLICY

 

AMERSA affects public policy by offering standards that
inform the federal government and others on how to
improve substance abuse health professional education.
AMERSA led the development of  standards for a spec-
trum of  generalist health professionals with multi-agency
federal support. Its members developed a strategic plan
for the nation, released at the National Press Club in
2002, addressing substance abuse health professional
education [7]. The strategic plan includes recommenda-
tions to the US Department of  Health and Human
Services and other federal agencies as well as recommen-
dations to legislators. The Strategic Plan highlights the
need for faculty development and the impact that routine
substance abuse screening and intervention by generalist
health professionals can have in linking patients and
family members to services to facilitate treatment and

recovery. The Strategic Plan identifies additional methods
for building a national infrastructure for faculty develop-
ment in substance abuse. Most recently, AMERSA was
invited by the White House Office of  National Drug Con-
trol Policy (ONDCP) to participate with national experts
in the 2004 Leadership Conference on Medical Education
in Substance Abuse. An ONDCP report is expected in
2005 that will outline a strategy that, in part, builds
upon the 2002 Strategic Plan for Interdisciplinary Fac-
ulty Development.

 

SUBSTANCE ABUSE

 

: THE OFFICIAL 
PUBLICATION

 

AMERSA publishes 

 

Substance Abuse

 

, a peer-reviewed,
quarterly journal that emphasizes research on health
professional education in substance abuse and also
includes original clinical and prevention research. It is a
recognized source of  empirical findings for health profes-
sionals and addiction specialists in teaching, clinical care
and service delivery. It features original research and
review articles on a variety of  related topics: the educa-
tion and training of  health professionals in substance
abuse; clinical care for substance abusers in a variety of
settings; the organization of  substance abuse treatment
services; pre-clinical and clinical research, including
therapeutic interventions and behavioral studies; medi-
cal complications associated with drug abuse; substance
abuse among specific groups or populations; applied sci-
ence research; and policy issues. The journal publishes
timely editorials and book reviews, as well as abstracts
from the AMERSA National Conference. 
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is distributed to all AMERSA members. The journal has a
multi-disciplinary Editorial  Board that represents the
full strength and range of  AMERSA’s experience and
teaching.

 

ANNUAL CONFERENCE

 

The annual AMERSA National Conference has been the
central exceptional product of  the organization, as it
brings together researchers and health professional edu-
cators to learn about scientific advances and exemplary
teaching approaches. The conference fosters collabora-
tion of  health professionals within and among diverse dis-
ciplines, backgrounds and professional environments in
a particularly supportive atmosphere encouraging peer
mentoring and career development. It attracts presenters
with national and international reputations to share new
developments in substance abuse education, treatment,
prevention and research. New research presented in both
poster and oral formats is subsequently published as
abstracts in 

 

Substance Abuse

 

. This national meeting is
held regularly during the fall in the Washington, DC area
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to take advantage of  speakers from NIAAA and NIDA as
well as to enhance networking with leaders of  the
National Institutes of  Health (NIH) and the Substance
Abuse and Mental Health Services Administration
(SAMHSA).

 

AWARDS SPONSORED BY AMERSA

 

AMERSA sponsors several awards to support and recog-
nize outstanding individual achievements in the field of
substance abuse. The premier awards given to members
or non-members of  the organization are The John P.
McGovern Award for Excellence in Medical Education
and The Betty Ford Award. The John P. McGovern
Award is given to an individual who has made impor-
tant contributions to substance abuse education and
research. The Betty Ford Award is given to an individ-
ual who has played a significant role in the treatment
and recovery of  drug-dependent individuals, particu-
larly women. Each Ford and McGovern awardee is
invited to speak at the national conference. The New
Investigator/Educator Award is given to an AMERSA
member who has made significant contributions to sub-
stance abuse education or research at an early stage in
his or her career, and demonstrates the potential for
future achievements in the field. The Excellence in Men-
torship Award is given to an AMERSA member from any
discipline who has provided outstanding mentoring to
junior faculty and/or trainees, resulting in those individ-
uals’ increased scholastic productivity and career
advancement in the area of  substance abuse education
or research.

 

SOURCES OF FUNDING

 

Sources of  funding are primarily through membership
dues and registration fees from the annual conference. In
recent years other funds have been obtained from foun-
dation and federal grants (the Endowment of  the John P.
McGovern Foundation, CSAT, HRSA, NIAAA and NIDA),
most of  which are directed at improving health profes-
sional substance abuse training. Funding for the annual
conferences has included support from NIDA and NIAAA
to ensure high quality presentations for plenary sessions
and recruitment of  attendees who are promising diverse
health professional faculty.

 

MEMBERSHIP

 

As described previously, AMERSA was comprised origi-
nally of  medical school faculty. During the early years of
the organization’s development, however, members real-
ized the need to involve a broader spectrum of  health pro-
fessionals in order to have a more substantial impact on

the care of  patients with addictive disorders. Addressing
substance abuse issues among patients required multi-
disciplinary efforts and thus multi-disciplinary training
was required to achieve this goal. The recognition that
other health-care professions had a direct stake in clinical
education led to the broadening of  AMERSA’s multi-
disciplinary base to faculty in all medical, nursing, social
work and other health professional training programs.
Gradually, nurses, social workers, dentists, allied health
professionals and others became part of  the organization.
They started as active participants in the annual confer-
ence, then active members, and then active Executive
Committee members—the leaders of  the organization.
Being multi-disciplinary is one of  the great strengths of
the organization, distinguishing AMERSA from organiza-
tions with physician-only or psychologist-only member-
ship. This organizational hallmark encourages clinicians
to take a patient-centered or family-centered perspective
and enables members to discuss interdisciplinary train-
ing, a focus not consistently pursued by other substance
abuse organizations. AMERSA’s members come from a
range of  disciplines and health professions and member-
ship has grown to over 300; the organization’s President
(2003–05) is a senior faculty leader in a School of  Social
Work.

 

Leadership structure

 

AMERSA’s Executive Committee, represented by a variety
of  professions, is responsible for setting the direction of
the organization. The Executive Committee consists of
President, Vice President, Immediate Past President,
Secretary, Treasurer and 
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 Journal Editor-
in-Chief, four Members-at-Large, Director and two Co-
Directors. Officers take office at the conclusion of  the
national meeting following an election that has occurred
a few months prior, and serve for a period of  2 years. No
officer can serve on the Executive Committee for more
than 8 consecutive years, excluding the 2-year term as
Immediate Past President. For a current listing of  officers
see the website www.amersa.org.

 

Joining AMERSA

 

Full membership is open to people engaging in substance
abuse research or education and to faculty of  health
professional schools. AMERSA also offers associate, cor-
porate and emeritus membership. Members’ range of
benefits include the following: reduced rates for the
annual national conference; a subscription to 

 

Substance
Abuse

 

; and a national voice supporting academic pro-
grams in universities, professional schools, and organiza-
tions that emphasize substance abuse education and
research.
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CHALLENGES

 

As in many non-profit organizations, AMERSA faces the
ongoing challenge of  limited financial resources. In gen-
eral, support in the addiction area is directed at treatment
and research rather than education and training. Train-
ing is likely to be conducted by people involved in treat-
ment and research, but only limited sources of  funding
have been traditionally available specifically for teaching
efforts. Because of  this, AMERSA members, through their
commitment to the organization’s educational mission,
must creatively garner cooperation from many faculty
members and operate with limited resources to fulfill
their goals.

Compared to other organizations in the United States
that focus on substance abuse AMERSA has always had a
relatively small membership, in part reflecting funding
for educational efforts. The organization’s strength is that
this group is committed, talented, collaborative and
imbued with the spirit to provide guidance to junior and
peer colleagues. It has survived and flourished, in part,
because it is the only organization that focuses on the
educational mission in the way that it does. Many within
its committed membership are the leaders within health
professional schools nation-wide; they are the teachers of
substance abuse at the nation’s major universities, hos-
pitals and health-care institutions. They educate and
mentor future clinicians, researchers and educators, cre-
ating an impact well beyond their direct sphere of  influ-
ence. They are in the forefront leading this effort. Even
though AMERSA’s numbers are not in the thousands, the
organization has a big ripple effect on health professional
substance abuse professional training.

 

FUTURE OF AMERSA

 

Members of  AMERSA will continue to pursue the organi-
zation’s education and training goals, including the devel-
opment of  a national infrastructure for interdisciplinary
faculty development. Teaching about substance abuse
needs to become mainstream and rooted securely in
health professional schools. New faculty at these institu-
tions must be inspired, well trained and supported so that
students have a respected faculty source and role model
for integrating substance abuse prevention, intervention
and treatment into their daily work. These goals are the
essence of  what AMERSA will pursue in the coming years
through its conferences, journal and training programs.

AMERSA was a leading participant in the develop-
ment of  a strategic planning document [7] to guide the
improvement of  health professional education on sub-
stance abuse. The future of  AMERSA depends on the wide
recognition of  the problems of  alcohol and drug abuse
and dependence in society. It depends on the shift away

from stigmatizing and towards understanding these
problems as health issues, which has been occurring over
the last 30 years. The efforts towards competency-based
education [16], with a focus towards outcomes rather
than process, should bring more attention to the field
because the problems of  substance abuse are so common-
place in clinical practice. The high prevalence of  alcohol
and other drug problems in both hospital and ambula-
tory practice will be a potent motivating force, as it has
not yet been addressed adequately. As the trend toward
skills training and competency based health professional
education continues and the stigma of  alcohol and drug
abuse decreases, it is hoped that the training of  doctors,
nurses, social workers, dentists, allied health profession-
als and other clinicians about substance abuse will be
more widely recognized as essential to a quality educa-
tion in these disciplines. At that time, the human
resources that the AMERSA membership and organiza-
tion provide will become even more valued.

The current younger generation of  students seems to
recognize the importance of  appropriate training in sub-
stance abuse. A recent and encouraging illustration is the
effort by students to form their own multi-disciplinary
group called Health Professional Students for Substance
Abuse Training. They have taken initiatives to expand
substance abuse education in their institutions and have
created their own website (www.HPSSAT.ORG) in order
to provide curriculum and training opportunities. These
students are now forming an alliance with AMERSA.
Thus it is anticipated that AMERSA will see a cohort of
younger members in the next 5 years that will eventually
become the leadership. AMERSA welcomes such change
as the organization views mentorship as a core organiza-
tional value. The new generation of  leaders will come
from a different style of  health professional education
than the current generation of  AMERSA members. The
continuing challenge is to integrate substance use disor-
ders effectively into the traditional curriculum so that
students will gain competence in these common prob-
lems that take a heavy toll on the health of  individuals
and families in our society.
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Masculine Gender Roles Associated with Increased 
Sexual Risk and Intimate Partner Violence 
Perpetration among Young Adult Men 

M. Christina Santana, Anita Raj, Michele R. Decker, 
Ana La Marche, and Jay G. Silverman 

ABSTRACT This study sought to assess the association between traditional masculine 
gender role ideologies and sexual risk and intimate partner violence (IPV) perpetration 
behaviors in young men's heterosexual relationships. Sexually active men age 18-35 
years attending an urban community health center in Boston were invited to join a 
study on men's sexual risk; participants (N = 307) completed a briefself-administered 
survey on sexual risk (unprotected sex, forced unprotected sex, multiple sex partners) 
and IPV perpetration (physical, sexual and injury (rom/need for medical services due 
to IPV) behaviors, as well as demographics. Current analyses included men reporting 
sex with a main female partner in the past 3 months (n = 283). Logistic regression 
analyses adjusted for demographics were used to assess significant associations 
between male gender role ideologies and the sexual risk and IPV perpetration 
behaviors. Participants were predominantly Hispanic (74.9%) and Black (21.9%); 
55.5% were not born in the continental U.S.; 65% had been in the relationship for 
more than 1 year. Men reporting more traditional ideologies were significantly more 
likely to report unprotected vaginal sex in the past 3 months (ORadj = 2.3, 95% CI = 
1.2-4.6) and IPV perpetration in the past year (ORad; =2.1, 95% CI = 1.2-3.6). 
Findings indicate that masculine gender role ideologies are linked with young men's 
unprotected vaginal sex and IPV perpetration in relationships, suggesting that such 
ideologies may be a useful point of sexual risk reduction and IPV prevention 
intervention with this population. : 

KEYWORDS Sexual risk behaviors, Partner violence, Masculine ideology. 

INTRODUCTION 

HIV disease is a leading cause of death for young men in the United States! with 
young men residing in urban centers being at particular risk.2 Although men 
predominantly become infected via unprotected sex with a male partner and/or 
injection drug use/ heterosexual risk for HIV/AIDS is a risk for men and is the 
primary means of HIV infection for women.f Epidemiologic study with women 
suggests that sexual risk for HIV is more likely in the context of an abusive 
relationship due to both diminished control of sexual protection among abused 
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women and increased likelihood of HIV infection among abusive rnen.? Studies 
with men also indicate that heterosexual males reporting IPV perpetration are 
significantly more likely to report higher risk sexual behavior, as compared with 
men not reporting recent IPV perpetration.Y Researchers have suggested that 
traditional masculine gender role ideologies may be linking IPV perpetration and 
sexual risk behaviors among young heterosexual men;5-7 however, no study to date 
has directly assessed this. The purpose of the current study is to assess associations 
between traditional masculine gender role ideologies and both sexual risk behaviors 
and recent IPV perpetration among young adult heterosexual men recruited from 
an urban community health center. 

IPVAgainst Women and Sexual Risk for HIV/AIDS 
in Heterosexual Relationships 
Extensive evidence from diverse populations of women demonstrates that IPV 
victimization, a health issue estimated to affect one in four U.S. women,8-14 is 
significantly associated with low contraceptive and condom use as well as adverse 
sexual and reproductive health outcomes (e.g., pelvic pain, menstrual abnormali
ties, STD/HIV, unwanted pregnancy and multiple abortions) among women (see 15-17 
for reviews). To date this research has primarily been limited to studies of female 
IPV victims, only very rarely including reports from male perpetrators. While re
search including women and girls' reports of male partner behavior points to a 
potential link between high rates of IPV perpetration and sexual risk among young 
adult men,3,18-26 there has been little direct study of whether abusive partners pose 
greater sexual risk to women due to their own risky sexual or controlling behaviors. 
Within qualitative studies, battered women have reported forced pregnancy and 
prevention of contraception from their abusive male partners. 27,28 Less research has 
assessed this issue with men; however, research that has been conducted demon
strates significantly greater risk for sexual infidelity, multiple sex partners, 
unprotected sex, and forced unprotected sex among those reporting recent IPV 
perpetration.Y 

Men's Traditional Gender Role Ideologies Linked 
to IPV Perpetration and Sexual Risk Behaviors 
Traditional gender role ideologies are the perceptions of how men and women are 
supposed to think and behave in society and within the context of heterosexual 
relationships. Extensive research has documented that men with more traditional 
gender role ideologies are significantly more likely to report sexual coercion and 
relationship violence.l 9 

-
37 Although much of this research has been conducted with 

middle-class White male samples (e.g., college students), these same identified 
ideologies (scripts, norms and attitudes) have also been reported in lower income 
and minority samples, .11,34,.37 suggesting that these ideologies are not necessarily 
unique to specific racial/ethnic or class subgroups. These findings are supported by 
research indicating similar gender role ideologies among U.S. White, Black and 
Hispanic young adult males.3 8 

Fewer studies have been conducted on associations between male gender roles 
and sexual risk behaviors. Those which have been conducted reveal similar findings 
to that seen in the gender-based violence literature; males with more traditional 
ideologies are significantly more likely to report sexual infidelity, more casual sex 
partners, unprotected sex, and negative attitudes toward condoms, with these 
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findings being demonstrated among White, Black and Hispanic young men and 
adolescent boYS.31,34,39,40-48 Unfortunately comparability of observed gender role 
associations with IPV perpetration and sexual risk behaviors among men is limited 
by different measures being used in different fields. Only one male gender roles 
measure, the Male Role Attitudes Scale (MRAS), 42 has been identified as useful in 
both the IPV and sexual risk Iiterature.42.4,~.45 But there has been no research 
assessing its association with sexual risk behaviors and IPV perpetration within the 
same sample. 

The current study is designed to assess the associations between male gender 
role ideologies and sexual risk behaviors as well as IPV perpetration among a young 
adult sample of men recruited from an urban community health center in Boston. 
Sexual risk behaviors included in our analyses are unprotected sex and other sex 
partners in the past 3 months and forced unprotected sex in the past year, based on 
previous study with this sample of men in heterosexual relationships demonstrating 
significant associations between past year IPV perpetration and these sexual risk 
variables.f 

MATERIALS AND METHODS 

English and/or Spanish-speaking men, age 18-35 years, reporting sex with a female 
partner in the past 3 months were recruited from a large urban community health 
center in Boston that primarily serves lower income Hispanic and African-American 
clients. Based on these inclusion criteria, men entering the health center were 
screened at registration by a trained research staff member bilingual in Spanish
English. Men agreeing to participate in a brief, anonymous men's health survey 
were escorted by research staff to a private room, where individuals were screened 
for a second time to verify eligibility. Upon obtaining verbal consent, the self-report 
paper survey was administered in either English or Spanish, based on the 
participant's choice. Following survey completion (approximately 20 min), 
participants were given a $15 cash payment for their time and were informed of 
health center services related to HIV counseling and testing, STO testing, and social 
services including substance abuse and IPV. This study was approved by the 
Institutional Review Boards of Children's Hospital and Boston University Medical 
Center. 

Participation 
Participants were recruited from April 2004 to February 2005. Of 432 men 
approached, 354 were eligible; 29 eligible individuals refused participation, 
resulting in a participation rate of 92 %. Of our eligible and willing participants 
(N =325), 48% were at the health center for their own health care, 46% were 
accompanying a female partner or child to appointments for their heath care, and 
6% were attending a health fair. 

Based on survey reports, 18 of the 325 eligible and willing participants were 
excluded for not meeting age criteria (n =6) or the criterion regarding sex with a 
female partner in the past 3 months (n =12); of the remaining 307 participants, 
92 % (n =283) reported involvement with a main female partner and penile-vaginal 
sex in the past 3 months with this partner; current analyses are limited to these 
individuals. Over one-third of these participants (36.7%) took the survey in 
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Spanish; the remaining 62.3 % took the English survey. The Spanish version of the 
survey was back-translated from the English version by a professional translator 
unless scales and items were already available and had been tested in Spanish; the 
Spanish survey was then reviewed for language accuracy and approved by Spanish
English bilingual health center staff. 

Survey Measures 
Single items assessed demographics, including the participant's age, race/ethnicity, 
employment, and relationship status and length, as well as their English fluency and 
nativity to and length of residence in the continental U.S. 

Our independent variable was Masculine Gender Role Ideologies as measured 
by the Male Role Attitudes Scale (MRAS).42 This eight-item measure uses a four
point response scale ranging from 1 ="agree a lot" to 4 ="disagree a lot" to assess 
how much participants agree with specified masculine ideologies related to male 
status in society, male toughness, anti-femininity, and male hypersexuality. This 
measure has been used with White, Black!African American and Hispanic young 
men, in Spanish and in English, and does not demonstrate strong differences across 
racial/ethnic groups;~8,42 Cronbach alpha for our sample was 0.6; this alpha is 
consistent with previous studies with this measure with racially/ethnically diverse 
samples of young men.42

,43 Scores on this measure ranged from 1-4 in our sample, 
with a median score of 3; mean and standard deviation in our sample were 3.0 and 
0.5, respectively; these scores are consistent with previous studies with represen
tative samples of adolescent and young adult men.42,49 

Our sexual risk behavior outcome variables were assessed by single items on 
unprotected vaginal sex and unprotected anal sex in the past 3 months with a main 
female partner, as well as an item on sex with other women within the past 3 
months (in addition to sex with a main female partner in this timeframe). An item 
was also taken from the Conflict Tactics Scale-2oso to assess forced unprotected sex 
in the past year; this is the only crS-2 item related to HIV/STD and pregnancy risk. 

Our IPV perpetration outcome variable was obtained from the CTS-250 as well. 
This 39-item measure assesses participant's perpetration of physical violence, sexual 
violence and violence resulting in victim's injury/need for medical services; it uses a 
seven-point response pattern to assess prevalence rates of violence against their 
partners ever and in the past year. (For details on items within each subscale, see 
Raj et a1.5

) For use in analyses, responses were summed and dichotomized as past 
year IPV perpetration or no past year IPV perpetration; Cronbach alpha for this 
scale was a =0.93. Note: As the forced unprotected sex item was taken from this 
scale, it was not included in the creation of the IPV perpetration variable. 

Data Analyses 
Frequencies were generated for demographics and sexual risk and IPV perpetration 
variables, as well as items from the MRAS. Chi-square analyses and t-tests were 
used to assess bivariate associations between the MRAS and both demographics 
(age, education, income, continental U.S. nativity and length of residence, Hispanic 
ethnicity, marital status, and relationship length) and our outcome variables 
(unprotected vaginal and anal sex with main female partner, other female sex 
partners, forced unprotected sex, and IPV perpetration ever). Adjusted logistic 
regression analyses were then conducted to assess associations between MRAS and 
each of our outcome variables. Regression analyses were adjusted to control for 
affects of potential confounders, including age, education (high school graduate), 
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income, continental U.S. nativity and length of residence, Hispanic ethnicity, 
marital status, and relationship length; these variables were chosen due to their 
associations with male sexual risk behaviors and IPV perpetration in this sample 
(see Raj et al.5 for details). In an effort to create more parsimonious models for our 
small sample, we employed methods outlined by Rothman and Greenland'" to 
determine which confounders required inclusion in final adjusted models for each 
outcome. Potential confounders were included based on their altering the point 
estimate by 10% or greater and being significant predictors of the outcome at 
p < 0.20. Adjusted odds ratios and 95% confidence intervals were used to assess 
significance in final models. 

RESULTS 

Sample Demographics 
Participants were median age 24 years, 74.9% Hispanic and 21.9% Black. The
 
majority of the sample was born in the continental U.S. (44.5%) or Latin America
 
(53.4%). Almost one-third of participants (29.3%) was born in the Dominican
 
Republic; 16.3% were born in Puerto Rico; 7.8% were born in Mexico, South or
 
Central America, or Cuba. Of those not born in the continental U.S., 10.2% lived
 
in the continental U.S. for 1 year or less, and 65.0% had lived in the U.S. for more
 
than 5 years. More than one-third (37.5%) of participants were unemployed;
 
53.4% reported an income of $800 or less per month; 28.0% did not hold a high
 
school degree or GED. (Note: high rates of unemployment and low income and
 
education may in part be attributable to the young sample, which likely included
 
high school srudents.) Approximately one in six men (15.2%) reported being
 
married; 35.7% were living with a partner, and an additional 41.7% were dating
 
someone. Median relationship length for the sample was 2 years; 65.0% had been
 
in their relationship for 1 year or more. Six percent of the sample was not currently
 
involved in a relationship with a woman although they had sex with a main female
 
partner in the past 3 months, suggesting that they had recently ended a relationship
 
with a main female partner.
 

Sexual Risk Behaviors and IPV Perpetration
 
Unprotected sex in the past 3 months was reported by the majonty of those
 
reporting vaginal sex (80.2%) and anal sex (79.2%) with their main female partner;
 
16.3% reported having forced unprotected sex in the past year. Forty-three percent
 
of men reported sex with a non-main female partner in the past 3 months; 49.2%
 
reported no or inconsistent condom use with these partners.
 

Forty percent of the sample (41.3%) reported IPV perpetration (physical, sexual, 
and/or injury/need for medical servicesdue to IPV)in the past year. Past year physical 
IPV perpetration was reported by 27.6% of the sample; past year sexual IPV 
perpetration was reported by 28.3% of the sample; past year perpetration of IPV
related injury or need for medical services was reported by 13.8% of the sample. 

Masculine Gender Role Ideologies 
In terms of male ideologies, men in this sample most ascribed to roles around men's 
need for respect; 76.0% of our sample reported that they agreed a lot with the 
statement "It is essential for a man to get respect from others," and 83.8% agreed a 
lot with the statement that "A man always deserves the respect of his wife and 
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TABLE 1. Responses to the male roles attitudes scale (MRAS), (N =283) 

Disagree Disagree a Agree a Agree a Avg. score 
a lot 1 (%) little 2 (%) little 3 (%) lot 4 (%) (Std. dev.) 

It is essential for a man to get 3.2 2.0 18.0 76.0 3.7 (.7) 
respect from others 

Aman always deserves the 1.1 4.6 10.2 83.8 3.8 (.6) 
respect of his wife 
and children 

I admire a man who is totally 3.8 3.6 19.9 72.5 3.6 (.7) 
sure of himself 

Aman will lose respect if he 46.6 20.5 18.4 13.9 2.0 (1.1) 
talks about his problems 

A young man should be 17.7 15.9 29.4 36.4 2.8 (1.1) 
physically tough, even 
if he is not big 

It bothers me when a man 19.4 12.7 20.8 46.3 2.9 (1.2) 
acts like a woman 

I do not think a husband should 47.7 23.0 13.8 14.8 2.0 (1.1) 
have to do housework 

Men are always ready for sex 9.9 21.2 25.8 42.4 3.0 (1.0) 

children." Many men also expressed expectations that a man be physically tough 
(36.4%) and not act like a woman (46.3%). Views of men as hypersexual were also 
endorsed, with 42.4% indicating they strongly agree that men are always ready 
for sex and an additional 25.8% reporting some agreement with this statement 
(Table 1). 

Bivariate analyses assessing associations between male gender role ideologies 
and key demographics demonstrated that men who had not graduated from high 
school or obtained a GED were significantly more likely to endorse more traditional 
masculine gender role ideologies than men with high school diplomas or GEDs 
(p = 0.04)j no other demographics, including race!ethnicity and acculturation 
variables, were significantly associated with the MRAS. Bivariate analyses assessing 
associations between male gender role ideologies and sexual risk and IPV 
perpetration outcome variables demonstrated that the MRAS was significantly 
associated with past year IPV perpetration (p =0.05), and a trend was seen in the 
association between the MRAS and unprotected vaginal sex with a main female 
partner (p = 0.1). 

Associations between MRAS and Sexual Risk Behaviors 
and IPV perpetration 
Consistent with bivariate associations between male gender role ideologies and 
sexual and IPV perpetration risk, adjusted regression analyses demonstrated that 
men reporting more traditional ideologies were significantly more likely to report 
unprotected vaginal sex with their main partner (ORadj = 2.3, 95% CI = 1.2-4.6) 
and past year IPV perpetration (ORadi = 2.1, 95% CI = 1.2-3.6). Such ideologies 
were not associated with unprotected anal sex, forced unprotected sex or multiple 
sex partners (see Table 2). 
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TABLE 2. Logistic regression analyses adjusted for demogr
between male gender role ideologies and sexual risk beh
perpetration, (N = 283) 

aphics to assess associations 
aviors and partner violence 

Sexual risk behaviors or pregnancy involvement ORadj (95% el) 

Unprotected vaginal sex, past 3 months 2.3 (1.2-4.6)2 
Unprotected anal sex, past 3 months 1.1 (.4-3.4)3 
Forced sex without a condom, past year 1.4 (.7-2.8)4 
Other female sex partners, past 3 months 1.2 (.7-1.9)' 
IPV perpetration, past year 1.8 (1.1-2.9)5 

'Analysis adjusted for relationship length.
 
2Analysis adjusted for age, relationship length.
 
3Analysis adjusted for age. Hispanic ethnicity.
 
4Analysis adjusted for age, Hispanic ethnicity, non-English speaking.
 
SAnalysis adjusted forage, relationship length, non-English speaking.
 

DISCUSSION 

The current study indicates that young men with more traditional masculine gender 
role ideologies are more likely to report recent unprotected vaginal sex and IPV 
perpetration within the context of their heterosexual relationships; however, 
findings demonstrate no significant associations between these ideologies and 
having other female sex partners, forcing unprotected sex, or engaging in 
unprotected anal sex. Thus, while these findings lend some support to traditional 
masculine gender role ideologies being the linchpin explaining previous research 
findings linking non-condom use and IPV perpetration in men,"..s lack of consistent 
findings in our sample suggest further research exploring this issue is needed. 

Lack of consistent findings from our sample may be attributable, in part, to the 
diversity and simultaneously limited constructs of masculinity used in the MRAS 
measure. As described previously, the MRAS was designed to measure male status 
in society (i.e., men's need for respect), male toughness (i.e., expectations men are 
physically tough and stoic), anti-femininity (i.e., intolerance for men exhibiting 
traditionally female attributes), and male hypersexuality (i.e., the view that men 
want sex all the time).4l The diversity of these attributes may be the cause of the 
measure's low internal reliability, observed in our own study as well as 
others. 4l.43,4.' However, additionally, a number of traditional masculine ideologies 
seen to be related to sexual assault, multiple partners, and partner violence are not 
included in the MRAS. Some of these specific ideologies include: 1. traditional 
gendered sexual and relationship scripts, including male control, sexual entitlement, 
coercive "seduction," and sexual dominance in relationships; 2. traditional male 
behavioral norms, including male aggression, desire for risk/danger, and emotional 
detachment toward women; 3. sexually conservative and negative attitudes toward 
women, including views that women should be sexually passive and that a woman's 
victimization from gender-based violence occurs as a consequence of her aggression, 
sexual teasing of men, or promiscuity; and 4) adversarial heterosexual relationship 
norms (e.g., women lie to get what they want from men).29-37,48..Sl-5., More in
depth qualitative and quantitative research is needed to better understand the 
diversity of masculine ideologies and how these relate to young men's IPV 
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perpetration and sexual risk behaviors, as well as how these ideologies may link 
men's IPV perpetration and sexual risk. 

While these findings offer important insight into male gender role ideologies and 
risk behaviors among young urban men, they must be considered in the context of 
certain study limitations. Generalizability of results are limited due to the use of a 
single community health center serving predominantly lower income Hispanic and 
Black men in the urban Northeast. Further, our findings may not even be generalizable 
to other community health centers in the Northeast. While our health center is typical 
of other community health centers in Boston in terms of is location within a lower 
income area and its predominantly raciaVethnic minority and lower income client 
population, it reaches a larger segment of immigrants and Hispanics than that seen at 
some of the other health centers in Boston. Our sample was largely Latino and, 
therefore, may reflect cultural expected sexual gender roles within the Latino 
community. Additionally, as our study included men seeking care at the health center 
as well as those accompanying others, findings cannot be generalized to those seeking 
care even within our collaborating health center. Unfortunately, as reasons for 
attending the health center were assessedat screening and not linked to survey data, we 
were unable to compare those attending the health center for their own care as opposed 
to the care of someone else, to determine whether these groups were comparable. 

In addition to limitations related to generalizability, there are a number of other 
study limitations. This research was cross-sectional, so causality cannot be inferred 
from findings. Reliance on self-report makes these data subject to social desirability 
and recall biases; however, these biases would likely result in the under-reporting 
rather than over-reporting of sensitive issues such as perpetration of partner violence, 
unprotected sex and sexual infidelity. Due to the nature of the way questions were 
asked, we were unable to assess whether the reported sexual risk behavior occurred 
within the context of the abusive relationship. Longitudinal work, as well as studies 
with relationship-specific questions, will allow for greater elucidation of the nature of 
the relationships of male gender role ideology with sexual risk and IPV both 
independently and in conjunction and across greater time periods. 

Conclusion and Implications 
Young urban men endorsing more traditional masculine gender role ideologies 
appear to be more likely than those with more egalitarian gender role beliefs to 
engage in unprotected vaginal sex and IPV within heterosexual relationships. These 
findings may lend support to the theory that traditional male gender role ideologies 
constitute a shared risk source for IPV and sexual risk, but the lack of significant 
findings related to male gender role ideologies and multiple sex partners, as well as 
forced unprotected sex, highlight the need for further clarification on what different 
types of ideologies affect diverse sexual risk behaviors in this population. Further 
research is needed to better clarify the inconsistencies found in this exploratory 
work. Nonetheless, findings suggest that interventions to promote less traditional 
masculine gender role ideologies among young men may be helpful in addressing 
sexual risk and IPV perpetration for this population. 
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ABSTRACT

Objective: There is growing interest in

the relationship between anorexia nerv-

osa (AN) and obsessive-compulsive (OC)

spectrum disorders (e.g., OCD, body dys-

morphic disorder [BDD]). Previous neuro-

psychological investigations of OC spec-

trum disorders have identified problems

with the efficient use of strategy on com-

plex measures of learning and memory.

This study evaluated nonverbal strategic

memory in AN outpatients using an

approach previously applied to OC spec-

trum disorders.

Method: Eighteen patients with AN and

19 healthy control participants com-

pleted the Rey–Osterrieth Complex Fig-

ure Test (RCFT), a widely used measure of

nonverbal strategic planning, learning,

and memory.

Results: Individuals with AN differed

significantly from healthy controls in the

organizational strategies used to copy

the RCFT figure, and they recalled signifi-

cantly less information on both immedi-

ate and delayed testing. Multiple regres-

sion analyses indicated that group differ-

ences in learning were mediated by copy

organizational strategies.

Conclusion: These results are identical

to study findings in OCD and BDD, indi-

cating important shared neuropsycholog-

ical features among AN and these OC

spectrum disorders. As in OCD and BDD,

the essential cognitive deficit in AN was

impaired use of organizational strategies,

which may inform our understanding

of the pathophysiology of AN and

potentially offer treatment implications.
VVC 2006 by Wiley Periodicals, Inc.

Keywords: anorexia nervosa, obsessive-

compulsive disorder, neuropsycological

testing; memory; learning; Rey–Osterrieth

Complex Figure Test (RCFT); strategic

planning; cognition; organization

(Int J Eat Disord 2006; 39:468–476)

Introduction

Anorexia nervosa (AN) is characterized by food-
related and weight-related obsessions and compul-
sive dietary restriction. These clinical features have
prompted links between AN and obsessive-compul-

sive (OC) spectrum disorders, including obsessive
compulsive disorder (OCD), body dysmorphic disor-
der (BDD), and OC personality disorder (OCPD), for
example. These links are supported by three lines of
evidence. First, clinical investigations have indicated
a high prevalence of OC spectrum disorders in
patient groups with AN1 as well as increased rates of
AN in individuals with OC spectrum disorders.2,3

Similarly, traits associated with OC spectrum disor-
ders, such as perfectionism, are similarly elevated in
individuals with AN and OCD, and persist in
patients with AN postrecovery.4–7 These findings
lead some investigators to hypothesize that obses-
sional traits exist premorbidly and contribute to the
pathogenesis of eating disorders.8 Second, family
studies, which indicate an increased risk for OC
spectrum disorders in the families of patients with
AN independent of OC symptoms in the AN pro-
bands, provide further support for the links between
AN and OC spectrum disorders and suggest a shared
diathesis model between the disorders.9,10

Imaging and neuropsychological studies of AN
and OC spectrum disorders have also indicated simi-
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larities both in neural systems implicated in these
disorders and in associated cognitive deficits. For
example, functional imaging studies in AN indicate
increased activity relative to healthy controls in the
caudate nuclei11–15 and inferior prefrontal territories
corresponding to the orbitofrontal cortex.11,13 Simi-
larly, functional imaging studies in OCD have dem-
onstrated abnormally increased activity in orbito-
frontal cortex, anterior cingulate cortex, and caudate
nuclei in patients during resting states and during
induced states of symptom provocation.16,17 Further,
neuropsychological studies of AN and OC spectrum
disorders have indicated similar deficits in executive
functioning18–23 and memory,18,19,24–28 in particular.
Although there is some evidence to suggest that
lower weight is associated with poorer cognitive
functioning in AN,20 many studies suggest that these
executive functioning and memory deficits in AN
persist postrecovery,18,24,29 which argues that they
are not secondary to starvation.

Investigators have explored the relation between
executive functioning deficits and memory prob-
lems in patients with OC spectrum disorders,
including OCD and BDD,27,30–32 using a measure of
nonverbal strategic memory, the Rey–Osterrieth
Complex Figure Test (RCFT).33 Owing to the com-
plexity of the RCFT stimulus, subjects must care-
fully plan and organize their drawings; these execu-
tive organizational strategies invoked when copy-
ing the figure have a significant impact on the
ability to later recall information about the figure.
Using the RCFT, investigators30–32,34 have found
that OCD and BDD patients used less efficient
organizational strategies when copying the figure
and recalled less on both immediate and delayed
testing. Recall was mediated by copy organizational
strategy, suggesting that the less efficient planning
and organizational strategies employed had nega-
tive effects on memory. More recently, these find-
ings have been replicated by other investigators35,36

and shown to correlate with reduced gray matter
volume in a left anterior region of the orbitofrontal
cortex of OCD patients.37

These findings may help explain the obsessive and
compulsive thought/behavior patterns in individuals
with OC spectrum disorders. Specifically, individuals
with these disorders demonstrate impaired organiza-
tional strategies (e.g., they focus on extraneous
details without taking in the big picture), which may
contribute to the experience of repeated doubt and
checking behaviors. For example, an individual with
OCD may feel driven to compulsively check whether
he has locked the doors in part because he is unable
to verify to his satisfaction that he actually did so,
which may be related to a deficit in organizing the

event (i.e., the initial door locking).38 It is possible
that the OC thought/behavior patterns in individuals
with AN (e.g., body image disturbance, body check-
ing, calorie counting) are secondary to similar strate-
gic organization deficits and subsequent memory
problems.

To our knowledge, strategic memory has not been
directly explored in AN, although previous neuropsy-
chological findings have demonstrated that patients
with AN have executive functioning deficits and
impaired accuracy on copy and recall of the
RCFT.18,19,25 Thus, the current study was designed to
extend previous strategic memory findings in OC
spectrum disorders to a group of patients with AN
and healthy control subjects, carefully matched for
gender, handedness, age, education, and estimated
verbal and nonverbal intelligence. Given the identi-
fied relationship between AN and OC spectrum dis-
orders, we predicted that (1) patients with AN would
show impaired nonverbal memory as measured by
the RCFT, and (2) copy organizational strategies
would mediate group differences in recall accuracy.
Such findings would strengthen the proposed con-
nections between AN and OC spectrum disorders by
establishing cognitive similarities among these
patient groups using a well-characterized neuropsy-
chological measure of strategic memory.

Method

Participants

Study participants were 18 female outpatients meeting

DSM-IV criteria for AN39 and 19 matched healthy female

control participants. Patients were recruited through the

Massachusetts General Hospital (MGH) Eating Disorders

Unit, the MGH Neuroendocrine Unit, and local advertise-

ment; control participants were recruited through local

advertisement. Body Mass Index scores (BMI) ranged

from 14.6 to 18.1 in the AN group (M, 16.68 6 1.1). The

diagnosis of AN subjects and the nonpsychiatric status of

healthy control participants were determined by the

Structured Clinical Interview for DSM-IV (SCID),40 con-

ducted by trained interviewers. Healthy controls had no

current or history of any Axis I disorders. Entry criteria

for patients with AN included no history of psychotic dis-

order, neurologic disorder, head injury, current or past

substance dependence, or current substance abuse; entry

criteria for healthy control subjects included the added

requirement of no history of prescribed psychotropic

medication or Axis I disorder. Among the AN subjects, 9

had at least one co-morbid Axis I diagnosis, although AN

was considered to be the primary diagnosis (reason for

seeking treatment) in all cases. Co-morbid conditions
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included: major depression (n ¼ 6), dysthymia (n ¼ 3),

and generalized anxiety disorder (n ¼ 5). None of the par-

ticipants in this study had comorbid OCD or BDD. In

addition, 11 of the AN subjects were taking psychotropic

medication at the time of testing, including antidepres-

sants (n ¼ 10), anxiolytics (n ¼ 4), and a neuroleptic (n ¼
1). After complete description of the study, written

informed consent was obtained from all participants.

Participants completed the Eating Disorder Inventory

(EDI)41 and Beck Depression Inventory (BDI).42 Verbal

and nonverbal intellectual functioning were estimated

with the Vocabulary and Matrix Reasoning subtests of

the Wechsler Abbreviated Scale of Intelligence (WASI).43

Subjects also completed the Digit Span subtest of the

Wechsler Memory Scale-III (WMS-III)44 as a general

measure of verbal attention and working memory

capacity. Table 1 summarizes the demographic, clinical,

and cognitive characteristics of the sample.

Procedure and Materials

Neuropsychological tests were administered and

scored by trained examiners. The examiners were trained

over several days by a neuropsychologist (TD) with

extensive experience in using and interpreting the RCFT.

During training, the neuropsychologist observed the

examiners as they administered and scored the RCFT on

mock subjects. Once competency was achieved, the

examiners began administering the RCFT to study partic-

ipants. Scoring was performed blinded to group mem-

bership.

Rey–Osterrieth Complex Figure Test. The RCFT33 pro-

vides measures of construction ability (Copy) and non-

verbal immediate and delayed free recall (Immediate

Recall, Delayed Recall). In addition, the RCFT can be

used to examine organizational strategies used during

the copy condition. The RCFT figure was presented to all

participants on a sheet of paper presented in horizontal

orientation. Participants were instructed to copy the fig-

ure (see Figure 1). Once completed, the figure was imme-

diately removed and the participant was asked to recon-

struct it from memory. The participant was again asked

FIGURE 1. Original Savage et al.30 system for scoring the
organizational approach on the Rey–Osterrieth Complex
Figure. Five core configurational elements are identified:
The large rectangle (2 points), the two diagonals (1 point),
the vertical midline (1 point), the horizontal midline (1
point), and the vertex of the triangle to the right (1 point).
The scores for each element are summed, resulting in a
scale with a range of scores from 0 to 6.

TABLE 1. Demographic, general cognitive, and clinical
characteristics of the samplea

AN Patients
(N ¼ 18)

Healthy Control
Subjects
(N ¼ 19)

t
(n ¼ 35) p

Handedness 100% right 100% Right
Gender 100% female 100% Female
Age (years) 25.56 (5.8) 25.68 (5.3) .070 .95
Education (years) 15.72 (2.3) 16.58 (1.3) 1.94 .17
Vocabulary* 12.33 (2.3) 12.84 (1.7) .59 .45
Matrix 12.89 (1.6) 13.53 (1.4) 1.63 .21
Reasoning*
Digit span* 11.00 (2.8) 11.47 (2.0) .36 .55
Duration of

Illness (years) 5.67 (5.5) N/A
Binge/purge

symptoms 3/18 N/A
BMI 16.68 (1.1) 22.22 (1.8) 122.41 <.0001
BDI 16.94 (12.1) 2.10 (2.5) 27.35 <.0001
EDI Total 63.50 (38.1) 14.84 (8.6) 29.45 <.0001
EDI Drive for

Thinness 11.56 (7.4) 0.47 (0.70) 42.30 <.0001
EDI Bulimia 3.10 (4.4) 0.05 (0.23) 9.32 .004
EDI Body

Dissatisfaction 14.22 (8.8) 5.63 (4.8) 13.84 .0007

Note: BMI-body mass index [weight in kg/(height in m2)]; BDI-Beck
Depression Inventory; EDI-Eating Disorder Inventory.

a Standard deviation in parentheses.
* WASI scores represent scaled scores.
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to reconstruct the figure after a 30-minute delay. Partici-

pants were not given specific time limits in which to

complete the figure, rather they were permitted to draw

until they indicated that they were finished. For each of

the three RCFT trials, participants were provided colored

pencils that were changed approximately every 15 sec-

onds to allow subsequent scoring of organization based

on the order in which the component parts were con-

structed. If the subjects were completing a major feature

at the end of 15 seconds they were allowed to complete

that feature before the pencil was switched.

Two scores were calculated in this study. First, Con-

struction Accuracy was calculated for copy, immediate

recall (without intervening distraction), and delayed

recall (30-minute) conditions using a scoring system

developed by Denman,45 and described previously in

detail.30,32,34,46 There are three identified criteria for each

segment, each assigned one point, resulting in a range of

scores from 0 to 72. The focus of scoring is on the partici-

pant’s ability to draw and recall visual details, rather than

on skill in drawing or how the components are organized.

Second, Organizational Strategy was evaluated with a

quantitative method developed and described in detail

by Savage et al.30 and Deckersbach et al.47 To score

organization, five configural elements of the figure were

identified (base rectangle, two diagonals, vertical mid-

line, horizontal midline, vertex of the triangle on right),

and the subject received points for constructing each as

an unfragmented unit. Previous estimates of reliability

for this scoring system have exceeded .90.30,32,47

Statistical Analysis

RCFT means were first evaluated by t-tests. We pre-

dicted that, compared with controls, the AN group would

use less systematic organizational strategies and learn

significantly less during encoding.

Following these analyses, we tested the hypothesis that

differences in free recall would be mediated by strategies

used during the RCFT copy condition. The mediation

hypotheses were tested via multiple regression, in a

three-variable path model,48 using procedures identical

to those used previously.30,32,34,47 In this analytical

approach, the causal ordering is established a priori and

a multiple regression equation is computed conditional

on the model, with group (AN ¼ 1, Control ¼ 0) as the

independent variable, RCFT immediate percentage recall

as the dependent variable, and RCFT copy organization

as the hypothesized mediator. We predicted that the

mediated model would be supported.

Results

RCFT

Mean RCFT accuracy, percentage recall rates, and
copy organization scores are presented in Table 2.

RCFT accuracy scores were evaluated via two fac-
tor (Group � Condition) mixed-model ANOVA, with
repeated measures on Condition (Copy, Immediate
Recall, Delayed Recall). Analyses indicated a signifi-
cant main effect for Group, F(1,35) ¼ 17.19, p ¼
.0002, as well as a significant Group � Condition
interaction, F(2,70) ¼ 9.96, p ¼ .0002. The Group �
Condition interaction is illustrated in Figure 2.

Analyses indicated that patients with AN and
controls differed in copy performance only at a
trend level, t(35) ¼ 1.91, p ¼ .06, but AN subjects
recalled significantly less than controls on immedi-
ate recall, t(35) ¼ 3.55, p ¼ .001 and delayed recall,
t(35) ¼ 4.27, p ¼ .0001. In a similar manner, we
evaluated mean percentage recall rates (immediate
recall � 100/copy; and delayed recall � 100/imme-
diate recall) using two factor (Group � percentage
recall between conditions) mixed model ANOVA
with repeated measures on percentage recall
between conditions (Copy to Immediate Recall,
and Immediate to Delayed Recall). These analyses
indicated a significant main effect for Group, but
not a significant interaction between Group and
percentage recall between conditions. We con-
ducted post hoc t tests and found that the AN
group recalled significantly less from copy than the

TABLE 2. Summary of RCFT means and significance tests in AN patients and healthy control subjectsa

AN Patients
(N ¼ 18)
Mean (SD)

Healthy
Controls (N ¼ 19)

Mean (SD) t (n ¼ 35)
2-tailed
p-value d

Accuracy scores
Copy 67.72 (4.7) 69.95 (1.8) �1.93 .06 �.63
Immediate recall 36.94 (14.7) 50.95 (8.6) �3.56 .001 �1.16
Delayed recall 35.44 (13.5) 50.79 (7.8) �4.26 .0001 �1.39

Percentage Recall
Copy to immediate recall 54.8 (22.0) 72.79 (11.8) �3.12 .003 �1.02
Immediate recall to delayed recall 98.46 (19.1) 100.59 (12.0) �.41 .69 �.13

Copy organization 3.00 (2.2) 4.63 (1.5) �2.65 .01 �.87

a Standard deviation in parentheses.
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control group, F(1,35) ¼ 9.74, p ¼ .004, but showed
normal retention of information between immedi-
ate and delayed recall conditions, F(1,35) ¼ 0.17, p
¼ .69. Finally, patients with AN obtained lower copy
organization scores in comparison with controls
(Table 2), F(1,35) ¼ 7.04, p ¼ .01, d ¼ �0.63.

Path Models

Our a priori hypothesis was that nonverbal mem-
ory performance in AN would be mediated by the
way organizational strategies were used during
learning. We found predicted group differences in
learning and strategic processing on the RCFT using
ANOVA. Based on these results and a priori hypothe-
ses, we selected Immediate Percentage Recall as the
dependent variable in the path analyses testing
mediation. This measure was considered the most
representative of group differences in free recall on
the RCFT, since copy was essentially normal and
immediate recall was impaired with no additional
loss of information at delayed recall (see Figure 2).
We also chose this variable because it was the one
used in previous OCD studies.30,34

Path modeling results for the RCFT are presented
following the steps outlined by Baron and Kenny.48

In the simple regression analyses, Group had a
direct effect on the hypothesized mediator, copy
organization (b ¼ .41, p ¼ .01), and on the depend-
ent variable percentage recall from copy (b ¼ .47,

p ¼ .0003). In the multiple regression equation,
copy organization continued to have a strong direct
effect on percentage recall (b ¼ .50, p < .001), but
the direct effect of Group was reduced in absolute
size and dropped to a statistical trend (b ¼ .26, p ¼
.07). When comparing the direct and mediated
models, the mediated model provided significantly
greater explanatory power (DR2 ¼ .20, p < .01). The
size and significance of the indirect effect of group
through strategic processing can be calculated by
multiplying the two standard coefficients; this indi-
rect path is statistically significant (.41 � .50 ¼ .21,
p < .01).48 Thus, group differences in RCFT recall
are expressed primarily along an indirect path via
the effects of group on organizational strategies.
Figure 3 illustrates these results for the RCFT as
path diagrams representing ‘‘direct’’ and ‘‘medi-
ated’’ models, with standard coefficients (b) and
significance levels provided for each link.

The validity of the mediated model is dependent
on the variables selected and their causal ordering.
However, it should be noted that there is only one
logical causal ordering for this model (Group ?
Copy Organization ? Recall): RCFT performance
cannot cause AN (the diagnosis preceded participa-
tion in this study) and RCFT immediate recall fol-
lows copy organization temporally (poor recall can-

FIGURE 3. Two alternate path models explaining group
differences in free recall accuracy (immediate percentage
recall) on the RCFT. The top portion represents the direct
model, in which the effects of group (AN, Control) are
expressed directly in differences in free recall accuracy.
The bottom portion illustrates a mediated model, in
which the effects of group on free recall accuracy are
expressed indirectly, via the influence of copy organiza-
tional strategies. Regression analyses supported the medi-
ated model.

FIGURE 2. Group � condition interaction for RCFT accu-
racy scores. Error bars represent standard error of the
mean.
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not cause poor copy organization). Nonetheless, it
is possible that other unmeasured variables might
have an impact on our model. One reasonable vari-
able might be copy accuracy, i.e., information
recalled might conceivably be influenced by how
accurately the figure was originally constructed.
We, therefore, evaluated potential effects for copy
accuracy. Copy accuracy was not correlated with
immediate percentage recall (b ¼ �.17, p ¼ .66),
nor did it add significant explanatory power to the
mediated model from Figure 1 (DR2 ¼ .03, ns).
Thus, our results indicate that learning and mem-
ory impairment on the RCFT was mediated by
impaired organizational strategies in the copy con-
dition, but not by copy accuracy.

Correlations With Clinical Measures

We performed exploratory correlation analyses in
the AN group between clinical measures and meas-
ures from the RCFT on which Patients with AN were
significantly impaired. BMI indices were not signifi-
cantly related to any of the RCFT scores (all p > .45),
nor were BDI scores (all p > .20). EDI scores were
correlated with RCFT copy performance, Total EDI:
r16 ¼ �.46, p ¼ .05. Analyses of EDI subscales indi-
cated that only scores on the first three subscales
(Drive for Thinness: r ¼ �0.527, p ¼ 0.025, n ¼ 18,
Bulimia: r ¼ �0.766, p < 0.001, n ¼ 18, Body Dissat-
isfaction: r ¼ �0.548, p ¼ 0.018, n ¼ 18) were corre-
lated with RCFT copy performance.

Effects of Comorbidity and Medication

Half the AN sample presented with Axis I comor-
bidity (n ¼ 9) and most were taking psychotropic
medication (n ¼ 11). To evaluate the potential
effects of comorbidity and medication, we per-
formed two additional sets of regression analyses
excluding these patients (i.e., those with comorbid-
ity or those taking psychotropic medications) in
order to verify the models. These analyses showed
no changes in the patterns of results, although the
reduced sample sizes limited power and thus ren-
dered some of the findings nonsignificant. Al-
though the effects of comorbidity and medication
cannot be ruled out absolutely, results indicate that
current findings in the AN group are not likely the
result of these factors.

Conclusion

Patients with AN in this study were significantly
impaired in comparison with healthy control par-

ticipants on all RCFT measures of strategic plan-
ning and immediate nonverbal memory. We eval-
uated two different aspects of RCFT performance
in this study: organizational strategies used in the
initial copy condition, and construction accuracy
in the copy and recall conditions. Patients with AN
were impaired on both sets of measures. Based on
findings in OCD and BDD, we had predicted that
organizational strategies used during the initial fig-
ure copy would mediate group differences in mem-
ory. This hypothesis was supported by a series of
regression analyses. In our model (see Figure 3),
group differences in immediate memory (immedi-
ate percentage recall from copy) arise from the
mediating effects of impaired organization in
patients with AN during the copy condition. These
results indicate that the essential cognitive deficit
on the RCFT was impaired organization. This, in
turn, affected how much information was encoded
and retrieved from memory.

These findings are identical to previous findings
in OCD30,32,34 and BDD31 and also consistent with
earlier investigations in AN using the RCFT.19,25

Results indicate that nonverbal memory problems,
as measured by the RCFT, are strategic in nature.
Strategic memory deficits such as these have been
identified in neurologic groups with frontal-striatal
system dysfunction,49,50 and the prefrontal cortex
has also been implicated in strategic memory proc-
esses by functional imaging studies.51,52 Current
findings in AN are, therefore, consistent with pre-
vious OC spectrum disorder research and indicate
that frontal-striatal dysregulation may similarly
underlie nonverbal memory deficits in AN and OC
spectrum disorders. Findings from these investiga-
tions, taken together, indicate that OCD, BDD, and
AN share significant neuropsychological features
and at least some overlap in patterns of neural sys-
tem dysregulation.

We have previously proposed that strategic en-
coding problems might contribute to clinical fea-
tures of OC spectrum disorders, such as chronic
doubt regarding the adequacy of previous behav-
ior in OCD30,32 and body image distortions in
BDD.32,46 It is also possible that strategic encoding
problems have clinical significance in AN by contri-
buting to body image disturbance, as well as body
checking behaviors, compulsive calorie counting,
and food rituals, for example. With regard to body
image disturbance, patients with AN perceive
themselves as ‘‘fat’’ even in the face of extreme
wasting. One explanation for this, in light of current
results, is that individuals with AN focus their
attention primarily on individual body parts, such
as the hips.53 The hips are invariably anatomically
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wider than the waist, even in the presence of wast-
ing. Because patients with AN only attend to this
one aspect of appearance, they may encode ‘‘big
hips’’ and miss the full image of acute starvation
and wasting. We have proposed an analogous proc-
ess in BDD, in which patients focus on one detail of
the face and perceive it to be flawed even though
the face is normal in overall appearance.46 Because
OC symptoms persist after improvement of eating
disorder symptoms, investigators have suggested
that OC clinical features predate eating disturban-
ces, and represent a vulnerability factor to these
disorders.8 Our findings raise the possibility that
neuropsychological impairment might be one
mechanism by which OC features contribute to the
development of AN. These phenomenologic con-
nections are, of course, speculative at this point,
but suggest future directions for study.

In particular, these findings also offer directions
for future intervention research. If executive func-
tioning deficits can be identified as at least partial
explanations for some of the OC symptoms in AN,
cognitive behavioral interventions may be devel-
oped to specifically target these deficits. Prelimi-
nary studies have documented that OCD patients
improve significantly in strategic verbal54 and non-
verbal55 memory performance after simple instruc-
tional cueing. Further, gaining an understanding of
the neural mechanisms underlying AN may also
guide pharmacotherapy for these disorders.

Several limitations should be considered when
interpreting current findings. First, a significant
number of patients with AN had comorbid Axis I
diagnoses and/or were taking psychotropic medi-
cation. Our analyses of the AN-only and nonmedi-
cated subgroups indicate that these subject charac-
teristics are not likely explanations for our results,
and BDI measures of depression did not correlate
with any of our cognitive measures. Nonetheless,
we cannot completely rule out all confounding
effects of medication and comorbidity and some
caution is warranted until further replication in
more restricted groups. Second, another potential
factor in any study of AN is the physiologic and
cognitive impact of food restriction and extreme
weight loss. Although we cannot directly evaluate
the impact of weight loss on our measures, it
should be noted that none of the participants in
our study were in acute medical crisis at the time
of testing and BMI scores did not correlate with
cognitive performance in patients with AN. Cur-
rently, whether cognitive functioning deficits in AN
are secondary to low weight or persist postrecovery
is unclear and in need of study (for review, see
Tchanturia et al.29).

Third, although the evaluators were blind to par-
ticipant group membership, it is likely that they
were aware of an individual’s AN status given the
associated low weight. Finally, although the study
evaluators underwent rigorous training in the
administration and scoring of the RCFT, reliability
estimates for construction and organizational accu-
racy were not calculated in this study. However,
previous reliability estimates of organization scores
have been very high (>.9031,33,48); to our knowledge
reliability estimates for the Denman construction
accuracy system have not been published.

In summary, this study found evidence of im-
paired nonverbal memory performance in a group
of patients with AN that was mediated by poor
strategies used to copy the figure. These findings
were predicted based on potential similarities to
OC spectrum disorders and all hypotheses were
strongly supported. Current findings in AN are,
therefore, consistent with previous OCD and BDD
research and indicate that frontal-striatal dysregu-
lation may underlie nonverbal memory deficits in
both groups. Several investigators have suggested
that AN be conceptualized as an OC spectrum dis-
order based on symptom similarity and comorbid-
ity, as well as family studies. Our results are consis-
tent with this view of AN and indicate that these
patient groups also share important neuropsycho-
logical features. Future studies are needed to repli-
cate and extend findings to other domains of neu-
ropsychological functioning and to further evaluate
whether these observed deficits persist postrecov-
ery in AN.
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Introduction 

Improving productivity and quality requires changing provider behaviour. Although 
heaIthcare providers clearly want to 'do the best' for their patients, real improvement 
requires major cultural, structural and process changes in the healthcare delivery system. 
Documenting significant variations in either processes of care or outcomes is an 
important component of change programmes. As providers usually respond to credible 
data, many healthcare organisations routinely examine and internally share provider 
performance data as part of their improvement efforts. As market-based solutions to 
spiralling healthcare costs also require performance data on providers, 'Intense 
enthusiasm for public reporting of healthcare performance continues unabated' 
(Clancey, 2003). The value of provider profiles, whether used internally or released to 
the public, depends upon their credibility, in particular, how well they account for 
differences in the inherent risk of their patient panels and how well they avoid mistaking 
random fluctuations for systematic differences in either the quality or productivity of 
care. 

Creating provider profiles consists of the following. First, one must decide how cases 
are defined, what outcomes are of interest and how cases are assigned to providers. For 
example, a case could be a hospital admission; outcomes could be cost or whether a 
complication or a death occurs; and, cases might be assigned to the initial hospital where 
care begins or to the hospital to which a patient is transferred. Or, a case could be a 
'person year' of healthcare experience; the outcome that person's healthcare costs the 
following year; and, each case might be assigned to their primary care provider. Second, 
a risk adjustment model is used to determine a predicted value, PRED, of the outcome, 
Y, for each case. For example, if Y is cost, then PRED is expected cost; if Y is 
dichotomous (that is, it equals 1 when a particular outcome, such as death, occurs, and 0 
otherwise) then PRED is the estimated probability that the outcome occurs. Third, the 
individual Ys and PREDs are averaged for each provider, leading to an observed 
(0 = average Y) and expected (E = average PRED) among that provider's cases. Finally, 
discrepancies between 0 and E are put in context, that is, they are judged for their size 
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and statistical significance. Large discrepancies might lead to certain managerial actions, 
such as publishing 'physician scorecards' and steering patients to better-performing 
providers. 

This paper has four main Sections. Section 2 discusses how risk adjustment systems 
are used to predict outcomes for individual cases, that is, to determine the PREDs. 
Section 3 discusses methods for measuring and comparing the performance of risk 
adjustment systems, specifically examining how close the PREDs are to the Ys. Section 4 
discusses how random variation can affect provider performance data and several 
approaches for addressing random variation in provider profiling. Finally, we apply the 
methods discussed in the earlier sections to real data and draw conclusions. 

Productivity and quality have typically been conceptualised as separate dimensions. 
Managers have attempted to achieve gains in productivity without sacrificing quality. 
However, this formulation creates unnecessary tensions between managers and 
caregivers. Alternatively, the Institute of Medicine report, Crossing the Quality Chasm, 
views healthcare quality itself as consisting of six dimensions: safety, effectiveness, 
patient-centredness, timeliness, efficiency and equity. Three of these dimensions address 
productivity: effectiveness (matching care to science, avoiding both overuse of 
ineffective care and underuse of effective care), efficiency (the reduction of waste, 
including waste of supplies, equipment, space, capital) and timeliness (reducing waiting 
times and delays for both patients and those who give care). Aligning productivity with 
quality shifts managerial and policy focus: high quality care is by definition productive, 
and efforts to improve productivity raise quality. In this spirit, we consider methods that 
apply to a range of outcomes, including pure productivity measures, such as cost, as well 
as traditional quality outcomes, such as mortality. 

2 Calculating expected outcomes 

Iezzoni (2003) urges prospective users of a risk adjustment system to consider various 
conceptual and practical issues, including: the clinical dimensions measured, data 
demands, content and face validity, reliability, outcomes of interest (example, death, 
functional impairment, resource consumption), the population to be studied (example, 
older versus younger patients, those with particular conditions, those seen in particular 
settings), the time period of interest (example, the first 30 days following hospital 
admission, a calendar year), and the factors whose potential influence on the outcome is 
of primary interest (example, the type of therapeutic approach used, the provider or the 
type of institution at which the patient was treated). 

After resolving these qualitative issues, a key question remains: how well does the 
system account for differences in patient risk? Comparing methods is easiest when the 
performance measure is a single number, where higher (or lower) is better, especially 
when previous experience suggests that values that exceed some threshold are 'good 
enough'. 

Some risk adjustment systems assign each individual a score that directly reflects the 
outcome of interest. For example, a version of MedisGroups assigns each individual a 
predicted probability of death (for those interested in the details of the particular risk 
adjustment systems mentioned .in this article, see Iezzoni (2003». These predicted 
probabilities were derived from the database MedisGroups used to develop its models. 
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When using this system for risk adjustment in another population, the average predicted 
probability from MedisGroups may not correspond to the actual probability of death in 
that population. To the extent the MedisGroups database can be considered a standard, a 
difference between the actual and predicted death rate may indicate higher or lower 
quality of care. However, new populations typically differ from the particular population 
used to develop the risk adjustment model in ways both subtle and large that cast doubt 
on such a conclusion. Thus, even when using a risk score that directly estimates the 
outcome of interest, some form of 'recalibration,' that is, forcing the average predicted 
outcome to equal the average actual value in the new population, is usually a good idea. 
Recalibration, of course, eliminates the ability to compare the new population's outcomes 
to the external standard. However, it enhances the ability to compare subgroups within 
the population of interest to the population's own norm. 

Some systems provide a dimensionless score that must be calibrated to create a 
prediction. For example, the DCG (Diagnostic Cost Group) prospective relative risk 
score (RRS) represents next year's expected total healthcare costs as a multiple of 
average cost. A RRS of 1.2 means expected resource consumption is 20% greater than 
average. The easiest way to convert such scores into predictions is to multiply each score 
(RRS) by a proportionality constant, k, where: 

k = average value of the outcome / average value of RRS, 

with both averages being taken over the entire population of interest. By definition, the 
prediction PRED =k* RRS is calibrated to the new data and outcome, that is, both PRED 
and the outcome that it predicts have the same average in that population. 

More flexible calibration methods may be especially useful when estimating new 
outcomes (such as, the probability of death as a function of RRS) or the same outcome in 
a markedly different setting (such as, the cost of care in a fundamentally different 
delivery system), when the best predictions may not be a simple multiple of the original 
score. One useful approach in this case is 'risk score bucketing,' where cases are first 
ranked in order of their risk scores and then put into 'buckets' or 'bins' with other cases 
with similar risk scores. For example, buckets could be chosen to contain equal numbers 
of cases (example, deciles of increasing risk), to focus on high or low-risk 
subpopulations, or to match categories that have been used before (such as scores that fall 
within pre-specified ranges). When predicting healthcare costs, buckets containing 
uneven percentiles of cases are likely to be particularly informative, example, buckets 
defined by risk scores at the 20th, 50th, 80th, 90th, 95th, 99th and 99.5th percentile. 
Since the prediction for each case is the average value of the outcome for all cases in the 
same bucket, buckets should contain enough cases to produce a stable average outcome 
in each bucket. For a highly skewed outcome like costs, this may require 500 or more 
cases. 

The predictive models that underlie risk adjustment systems generally have one of 
two basic structures: categorical grouping or regression modelling. Categorical models 
('groupers') use the information about each case to place it into exactly one of several 
categories (groups or buckets). To the extent that cases in the same group have similar 
morbidity profiles, they may be at similar levels of risk for various health outcomes. The 
Adjusted Clinical Groups (ACG) system, for example, assigns each person to one of 93 
ACG categories, based on a morbidity profile, age and sex (Version 5.0, 
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http://www.acg.jhsph.edul). A prediction for each person is then calculated as the 
average value of the outcome of interest for all the cases in the same group. 

In contrast, regression models move directly from patient profiles (containing 
demographic and clinical descriptors) to predictions. For example, the Diagnostic Cost 
Group, Hierarchical Condition Category (DCG/HCC) model assigns each person a score 
by adding values (called coefficients) for whichever condition categories are present for 
that person to an age/sex coefficient (Version 6.2 models code for 184 condition 
categories and a limited number of interactions among categories, 
http://dxcg.com/method/index.html). The Chronic l1lnessand Disability Payment System 
(CDPS), widely used by Medicaid programmes, also relies on regression 
(http://medicine.ucsd.edulfprn/cdps/doc.html). 

The distinctions between groupers and regression models may not matter that much 
to users, since most vendors of risk adjustment methods enable users to move smoothly 
from each person's data to a medical profile to a prediction. However, even when 
presented with a direct prediction of the outcome of interest, the user may still face a 
calibration problem, which can be solved, as above, by replacing each PRED with 
NEWPRED = k*PRED, where k is chosen to make the average of NEWPRED equal to 
the average outcome in the user's population. 

It is also relatively easy to re-estimate the models on a new population. With a 
categorical model, a natural estimate for each case is the average value of all cases in the 
new population in the same category. The only limitation on this method arises when 
categories have too few cases to create a trustworthy average, in which case the solution 
is to combine (or 'pool') small categories with somewhat similar larger ones before 
calculating averages. A regression model can also be refitted to the new population. 
However, without 'tweaking', it may yield negative predictions for some cases, or 
inappropriate coefficients for rare conditions. The easiest way to recalibrate a regression 
model is via risk score bucketing, as described above. This simple technique enables the 
user to convert any predictive model into a customised 'grouper' with however many 
groups, of whatever size, seem most useful. 

In general, it is important to recognise that whenever models are developed or 
coefficients estimated using a particular data set (the development data), its 'predictions' 
are precisely tailored to the particular outcomes that have already been observed. When 
these same models are used to actually predict what will happen in new (validation) data, 
the fit of these predictions to the new outcomes is usually not as good. Relatively simple 
recalibration of models, based on risk bucketing (or categorical groupings) with many 
cases per group, are the least subject to this problem. 

3 Comparing risk adjustment systems 

In this section, we discuss how to calculate and interpret the summary numbers 
commonly used to characterise the performance of risk adjustment systems. 

3.1 Continuous outcomes 

The standard measure of how well a risk adjustment system predicts a continuous 
outcome (like cost or length of hospital stay) is R2

. This number is driven by the ratio of 
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two sums, each taken over all cases. The first, the 'sum of squares total' or SST, is a 
measure of total variability in the outcome. SST is a property of the data and not of any 
model. It is computed as follows. Let Y-bar be the average value of outcome Y. For each 
case, compute the difference between its outcome and this average (Y - Y-bar) and 
square it. SST is the sum of these squared differences. The second, the 'sum of squares 
error' or SSE, is a model-specific measure of the variability of actual values from model 
predictions. For each case, compute the model's 'error' in predicting the outcome, 
(Y - PRED), and square it. SSE is the sum of these squared differences. Notice that the 
closer the model predictions are to the actual values of the outcome, the closer SSE is to 
zero. SSFlSST measures the proportion of total variability in the data that remains after 
applying the model. R2

, calculated as 1 - (SSFlSST), is said to measure the proportion of 
total variability in the data 'explained by the model'. In a calibrated model (where the 
average PRED equals Y-bar), R2 can also be calculated as the square of the correlation 
between the actual outcome for each person and the predicted outcome. 

What kind of R2 can one expect to find? The answer to this question depends to some 
extent on the particular data set used and to a large extent on what is being predicted. 
For example, various risk adjusters can use year-l patient descriptors to predict either 
year-2 total healthcare costs (prospective modeling) or year-l costs (concurrent 
modelling). The Society of Actuaries (Cumming et al., 2002) recently compared the 
predictive power of 7 major risk adjustment systems that rely on diagnoses found in 
administrative data. Their data set included almost 750,000 members of commercially 
insured plans. When the models were calibrated (through regression) to the population, 
R2 values for concurrent models ranged from 0.24 (for Medicaid Rx, a system originally 
developed for a Medicaid population) to 0.47 (for DCGs, version 5.1). When prospective 
predictions were made, R2 values ranged from 0.10 (for ACGs, version 4.5) to 0.15 (for 3 
of the 7 systems). R2 values are much higher for concurrent models, which estimate 
expected costs for treating known problems, than for prospective models, which use the 
problems being treated this year to predict costs for the (as yet unknown) problems that 
will arise and require treatment next year. 

As extreme values can have a large effect on model estimates, risk adjustment 
systems are often fitted to modified data, often by dropping 'outlier' cases. For example, 
Medicare uses Diagnosis Related Group (DRG)-based prospective payment to reimburse 
hospitals for admissions. The DRG grouper places each admission in exactly one of 
approximately 500 categories. Within each category, outliers are defined as cases whose 
costs are more than 3 standard deviations from the mean after transforming data to logs. 
DRG payment weights are estimated after dropping these outliers. Since dropping outlier 
cases reduces both SSE and SST, R2 could either increase or decrease, depending on 
which term decreases more. 

A second approach that we prefer is to retain all useable cases but to reset extreme 
values to something less extreme. 'Topcoding' and 'winsorising' are technically distinct 
methods for achieving this, but the terms are often used interchangeably. To topcode a 
variable at a fixed threshold, T, all values larger than T are given the value T. 
'Truncation' is also used in the same context, although in more standard usage, truncated 
data have cases with extreme values removed. We prefer topcoding values to dropping 
cases because the most expensive cases are important and should not be completely 
ignored. Topcoding is particularly well suited to modelling in a system that pays for 
cases above some threshold out of a separate (reinsurance) pool. The analysis by the 
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Society of Actuaries examined models to predict actual costs when costs were topcoded 
at $50,000 and when they were top-coded at $100,000. Since it is easier to predict 
less-skewed outcomes, R2 values were higher with topcoding, e.g., up to 0.10 higher for 
some concurrent predictions when costs were topcoded at $100,000. 

An alternative to the above approaches is to transform the dependent variable in order 
to 'pull in' the outliers, most often done by replacing Y with its natural logarithm. 
However, no real-world administrator cares about how well we can predict log (dollars); 
the predictions must be transformed back to dollars (via exponentiation) and, perhaps, 
calibrated through multiplication by an appropriate constant before asking how well the 
predictions 'perform'. Duan's smearing estimator is a theoretically attractive way to find 
the calibrating constant for log-transformed data (Duan, 1983). However, the resulting 
predictions are often too small. Simply multiplying by the number needed to make the 
average prediction equal to the actual average value of the outcome will produce 
better-fitting predictions. However, retransformed predictions, even when perfectly 
calibrated, often do not perform as well as predictions from ordinary least squares models 
that simply treat the original data as if it were normal. 

Generalised Linear Models (GLM) provide an alternative, comprehensive framework 
for modelling non-normally distributed data. Buntin and Zaslavsky (2004) evaluate 
several such models. 

Ultimately, R2 values depend heavily on features of the data set used, in particular, 
the amount of variation in both the dependent and independent variables. Hence, rather 
large differences in reported R2s for different risk adjustment methods may simply reflect 
the relative difficulty of predicting outcomes in a particular database rather than any 
inherent difference in the systems. This makes studies (like the Society of Actuaries 
report) that examine the performance of several different models on the same data 
particularly valuable. 

Incalculating R2
, each difference between a person's predicted value and actual value 

contributes to the model's error and reduces R2
. In many settings, however, the main 

purpose of risk adjustment is not to predict correctly for each person, but to produce 
correct average predictions for groups of patients. For example, in provider profiling, we 
want to know how closely average predictions for providers match with their average 
actual outcomes. Grouped R2 statistics, an analog of the traditional (individual) R2

, are 
single summary measures that answer such questions. A Grouped R2 can be calculated 
for any way of partitioning the population which places each person into one and only 
one group; different partitions lead to different Grouped R2s. The Grouped R2 analog of 
SSE, call it GSSE, is computed as follows: for each group, square the difference between 
its average actual outcome and its average predicted outcome, multiply this squared 
difference by the number of people in the group, and sum over all groups. The analog of 
SST, GSST, is computed as follows: for each group, square the difference between its 
average actual outcome and the average actual outcome in the population, multiply this 
squared difference by the number of people in the group, and sum over all groups. The 
Grouped R2 is then calculated as 1 - GSSElGSST. Note that its value depends not only 
on the data set being used, but also on the way the population is grouped. In calculating 
the Grouped R2

, multiplying by the size of each group ensures that errors in predicting 
the average outcome counts less for smaller groups; for groups of equal size, say 10 
deciles based on prior cost, the step of 'multiplying by the size of the group' can be 
ignored. 
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R2 

performance, neither it nor the Grouped R2 provides much intuitive feel for the ability of 
a system to discriminate among cases with high and low values of the outcome variable. 
To provide such insight, we recommend examining actual outcomes within deciles of 
predicted outcome. That is, array the data from lowest predicted value of the outcome to 
highest, divide the data into deciles, and calculate the average value of the actual 
outcome in each decile. We used this approach to compare different ways of predicting 
hospital Length of Stay (LOS) for pneumonia cases. To illustrate, a model with age, sex 
and DRG had an R2 of 0.10. Mean actual LOS in the lowest and highest deciles were 5.2 
days and 11.9 days, respectively. The highest R2 of the systems examined was 0.17. For 
this system, mean actual LOS in the lowest and highest deciles were 4.1 days and 13.2 
days respectively. Thus, the higher R2 translated into being able to find a low risk 10% of 
cases with lengths of stay that averaged 1 day less and a high risk 10% that averaged over 
1 day more than the DRG-based model. 

Finally, suppose that the goal is to identify a small number of high-cost cases (or 'top 
groups') for disease management programmes or other interventions. Ash et al. (2001) 
and Zhao et al. (2003) illustrate some approaches for comparing the ability of different 
risk adjustment models to identify useful top groups, for example, those that contain 

Although is widely used as a summary measure of risk adjustment system 

• few 'bad picks', that is, people whose costs will actually be quite low 

• many 'good' or 'great' picks (those with the highest costs) 

• many people with potentially manageable diseases (example, diabetes or asthma). 

3.2 Dichotomous outcomes 

Logistic regression models are usually used to predict dichotomous outcomes, such as 
whether or not someone dies within a specified time frame. The most widely used 
summary measure of the performance of a logistic regression model is the c statistic. 
There are several equivalent definitions of the c statistic, one of which is the following: 
among all possible pairs of cases such that one dies and the other lives, the c statistic is 
the proportion of pairs in which the predicted probability of death is higher for the person 
who died. Note that c does not depend on the model's actual predictions, but only on 
their ranks (for example, if all the predictions were divided by 2, c would not change). 
Thus, c measures the model's ability to discriminate between those with the event and 
those without it. c achieves its maximum value of 1.0 when all predicted values for cases 
with the event are larger than any predicted values for cases without the outcome. When 
the model has no ability to discriminate (example, probabilities are randomly assigned to 
cases with and without the event), the expected value of the c statistic is 0.5. 

Some of the best risk adjustment models achieve c statistics around 0.9. For example, 
Knaus et al. (1991) reported a c statistic of 0.9 for predicting death using APACHE III, 
based on the same roughly 17,000 ICU patients on which the model was developed. To 
examine the quality of surgical care in VA hospitals, Khuri et al. (1997) developed 
logistic regression models to predict 30-day mortality using data from over 87,000 
non-cardiac operations. Different versions of the model had c statistics ranging form 0.87 
to 0.89. The New York State risk adjustment model for predicting death following 
CABG surgery has a c-statistic of 0.79 (Hannan et al., 1997). 
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Models can discriminate well (between those with the event and those without) 
without calibrating well. For example, consider a sample of cases with a death rate of 
10%. A model that predicts a 0.2 probability of death for everyone who lives and 0.3 for 
all who die discriminates perfectly. However, it is poorly calibrated, since the average 
predicted death rate in the sample is over 20% while the actual death rate is 10%. 
Alternatively, a model that predicts a death rate of 0.1 for all cases would be perfectly 
calibrated, but have no ability to discriminate. Researchers differ over the relative 
importance of calibration versus discrimination. However, as we saw above, it is easy to 
recalibrate a model; it is harder to improve a model that doesn't discriminate well. 

The most widely used method to check for calibration is the Hosmer-Lemeshow chi 
square test, which, however, does not check directly for overall calibration, that is, 
whether the average of the predicted outcomes approximately equals the average of the 
actual outcomes. Rather, it assesses whether average and predicted rates are similar 
within subgroups of cases, most commonly, deciles of predicted risk. Specifically, within 
each subgroup, the following quantity is calculated: 

(# observed alive - # predicted alive)2/ # predicted alive + 

(# observed dead - # predicted dead)2/# predicted dead. 

These quantities are summed over the subgroups and the result, call it X, is compared to 
a chi square distribution; with ten groups, this reference distribution has eight degrees of 
freedom. Smaller values of X indicate better concordance between observed and 
expected values. Formally, the model is accepted if the p-value for this test is reasonably 
large (for example, when the subgroups are deciles, X needs to be less than 13.3 for the 
p-value to be 0.10 or larger). Unfortunately, this test is very sensitive to sample size, 
since with many cases, even small deviations of observed from expected yield small 
p-values (and with few cases, the reverse is true: that is, even large deviations will not be 
significant). For example, Khuri et al. (1997), in connection with the model developed on 
VA cases to predict 30-day mortality for non-cardiac surgery patients reported: 'The only 
goodness-of-fit statistics that were statistically significant at the 0.05 level, were for all 
operations combined and for general surgery, primarily because there were a large 
number of cases in these categories' (over 87,000). It is, however, possible for large 
samples to be so well calibrated that they 'pass' this test; for example, the New York 
State CABG model, fitted to over 57,000 cases, yielded a Hosmer-Lemeshow test 
p-value of 0.16. 

4 Random variation and provider profiling 

4.1 The effect ofrandomness 

First, we briefly review the effect of randomness on the nature of conclusions that can be 
drawn from provider profiles. Initially, we assume that all patients have the same risk for 
the outcome of interest; that is, we assume that all providers have panels with the same 
risk and, thus, that risk adjustment is not an issue. 

The most widely used summary measure of the amount of variability in a data set is 
the Standard Deviation (SO), which measures how far away data points are from their 
average. For variables with bell-shaped distributions, most of the data (often 
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approximately two-thirds) will be within one SO from the average and few observations 
will be more than 2 or 3 SOs from the average. 

Assume the outcome of interest is total healthcare cost during a year. The usual 
model underlying provider profiling views the costs of the particular patients treated by a 
provider as a sample of size n from some 'parent' population of cases that might have 
been treated by this provider. Let M (for mean) equal the unknown average cost of all 
patients in this parent population. Envision drawing many samples of size n from the 
parent population and calculating the average cost of patients in each sample. 
Let Ai = the average cost calculated from sample i. The Ais calculated from these 
samples will vary around the true but unknown mean M because costs in the parent 
population vary. For example, some samples will happen to contain a few more cases 
with large costs than others. In the same sense that the SO measures how far away data 
points are from their average, a Standard Error (SE) measures how much a statistic 
calculated from a sample (example, Ai, the mean of the ith sample) is likely to vary from 
the number in the parent population that it estimates (in this case, M). The SE of the 
mean depends both on the inherent variability of the outcome in the parent population 
(SO) and on the size of the sample (n). 

Although we do not know the SO of the parent population, we can estimate it from 
the variability of costs among the patients of the providers in our sample. A reasonable 
estimate of the SO of the population, called the 'pooled' estimate of the SO and indicated 
by SOp, can be calculated by taking a 'weighted average' of the variance (the SO 
squared) of each provider's patients' costs and then taking the square root of this 
quantity. Once SOp is known, the sg for provider i is SOp I ."fni, where n, is the number 
of patients seen by that provider. In using the pooled estimate of the SO from a number 
of providers, we allow for the possibility that 'true' mean costs may differ by provider 
(i.e., there is a different M for each provider), but assume the inherent variability of costs 
for each provider is the same. 

We observe Ai, the average cost of provider i's patients and want to know how 
trustworthy it is as an estimate of provider i's 'true' average cost M, Statistical theory 
tells us that if n is large enough, there is approximately a 95% chance that the interval Ai 
± 2 * sg will include the true mean Mj ; thus, this interval is called a 95% confidence 
interval. 'Large enough' is often thought of as 30 or more, but when the outcome 
distribution is very skewed, as healthcare cost data are, sample sizes of several hundred 
may be required before the interval Ai ± 2 * SEi really has a 95% chance of containing 
Mi. Suppose a provider's panel contains n = JOO patients. If the SOp is approximately as 
large as Ai (it is often larger) and if average costs were $1,000, the interval that goes from 
A, - 2 * sg to A, + 2 * SEi would approximately range from $800 to $1,200. This $400 
width broadly indicates the range of uncertainty associated with using Ai to estimate Mi. 

To highlight the effect of randomness in the context of profiling, let A =observed 
average cost of all patients treated by all of the providers. We assume that this observed 
average over the patients of all providers estimates the 'true' but unknown average, M, 
with essentially no error (since the pooled sample is very large). If all providers really 
have the same average cost M (estimated by A), there is a 95% chance that provider i's 
observed average cost Ai will be in the interval A ± 2 * SEi. If provider i's observed 
average cost does fall in this interval, provider i is viewed as performing 'as expected.' If 
provider i's cost falls outside the interval, he or she is assumed to be performing better or 
worse than expected, depending on whether cost is below or above the bounds of the 
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interval. To illustrate, assume again that overall average costs are $1,000, SD is also 
about $1000, and that provider i has 100 patients. If provider i's practice really is 
'average,' there is a 95% chance that his or her observed average (based on these 100 
patients) will be between $800 and $1,200. As long as provider i's costs fall between 
these bounds, we usually view his or her practice as 'normal'. 

Several issues should be kept in mind when using the above approach. Imagine we 
profile 100 providers, all of whom treat 100 patients each and all of whom have the same 
'true' average cost of $1,000. Any provider whose observed average cost falls outside the 
interval $800 to $1,200 will be flagged, either as a low cost provider whose practice 
might serve as a benchmark for others, or a high cost provider who might be the focus of 
interventions to lower costs. However, because of the way in which the above interval is 
constructed, 5% of the providers whose true average is $1,000 will fall outside the 
interval just due to random chance. Among providers who fall outside the interval, it is 
not clear which really have outlier practices and which have normal practices but samples 
that looked abnormal due to random chance. In traditional hypothesis testing, mistakenly 
concluding that a normal provider has an outlier practice is called a type I error. With 
95% confidence intervals, 5% of normal practices will receive type I error 'flags'. 

The other important type of error is not identifying a provider whose practice really is 
aberrant. Imagine that one of our provider's costs actually average $1,200, 20% above 
the rest of the providers. There is about a 50% chance that this provider's observed 
average will fall below $1,200 (and above $800), and thus an approximately 50% chance 
that the provider will not be flagged. Failing to identify an outlier provider is called a 
type II error. The more aberrant the data for the outlier provider, the smaller the chance 
of a type II error. For example, if the outlier provider had a true average of $1,400, the 
chance that the observed average would fall below $1,200 is only about 2.5%. 

These same considerations apply when examining a dichotomous outcome. Using 
data on cardiac catheterisation, Luft and Hunt (1986, p.2780) showed that small numbers 
of patients and relatively low rates of poor outcomes make it difficult to 'be confident in 
the identification of individual performers'. For example, suppose the death rate is 1%, 
but a hospital treating 200 patients experiences no deaths. Even using a lenient 10% 
chance of a type I error (which narrows the interval for concluding the provider is 
performing as expected), determining whether the hospital had statistically significant 
better outcomes is impossible. For another example: with an expected death rate of 15%, 
5 deaths in 20 patients (25% mortality) would not provide convincing evidence of a 
problem. 

Thus, particularly when sample sizes are small (as they often are in the types of 
condition-specific provider profiles most useful for improvement), provider comparisons 
need to address the fact that random chance strongly affects 'raw' rates. 

4.2 Adding risk adjustment 

It is easy to incorporate into the above framework the fact that providers often treat 
patients with different risks. As discussed in Section I, risk adjustment models provide a 
predicted outcome for each patient. The average of the predicted outcomes for patients 
seen by a provider is their expected outcome (E). This is compared to the average 
observed outcome of the patients seen by the provider (0). If a provider's observed (0) is 
much different than the expected (E), the provider is flagged as an outlier. 
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Deviations between a and E can be assessed by comparing either (Oe-E) to zero or 
the ratio OlE to 1. Neither is inherently superior. Which is worse: a 2% complication rate 
when only I% was expected (a 100% higher complication rate but only 1 excess problem 
per 100 patients), or a 50% complication rate when only 40% was expected (only a 25% 
higher complication rate, but 10 excess problems per 100 people). In practice, expected 
differences across providers will be far less than 1% versus 40%. If expected outcomes 
differ dramatically, the underlying patient populations or other characteristics are likely 
to be too different for meaningful comparisons; when providers' expected outcomes are 
roughly similar, difference and ratio measures of performance produce similar judgments 
about the relative performance of various providers. 

Common practice is to focus on OlE (referred to as the '0 to E ratio'). This ratio is 
'centered' at 1 (normative values are approximately equal to I), but could range from 0 
to infinity. Sometimes one examines the log (OlE), which stretches the scale, so that, for 
example, the distance between points with OlE ratios of 0.25, 0.50, 1.00, 2.00 and 4.00 
are equally spaced, since each value doubles the preceding one. The OlE ratio is unstable 
when E is close to O. When E is an expected number of events equal to 5 or more, OlE is 
reasonably stable. 

Interpreting OlE requires a Standard Error (SE). Assume a regression model has been 
used to determine the PREDs, from which the Es are calculated. The SE associated with 
predicting a continuous variable is part of the standard output of regression packages. Let 
Sj = standard error for the jth observation (note: this is the standard error for the 
individual observation not the standard error for the expected value of the observed 
outcome - regression packages typically provide both). Then S~ for the average of the n, 
cases treated by provider i is VLj s/ I..J n, (where j is summed from 1 to n.). For a 
dichotomous outcome, SE j is VLi Pi * (1 - Pi) I ..Jnj , where Pi is the predicted probability 
for the jth case. 

The above approach for estimating the SE has a good theoretical justification when 
the size of random variation around a predicted value is pretty much the same for all 
observations. However, for healthcare costs, variation is usually substantially higher 
among cases with higher predicted costs. If random variation is a constant percentage of 
cost, then log (cost) satisfies the 'constant variance' (homoscedastic) requirement. 
However, problems often arise when transforming a predicted log (cost) back to a 
predicted cost in the dollar scale. Also, just because variation increases with the 
prediction does not mean that it increases as a constant percentage of cost. In our 
experience, random variation is a higher percentage of predicted cost when predictions 
are low. We have found it useful to estimate random variation within bins of predicted 
values, for example: bin 1 =the lowest 20% of predicted, bin 2 =those with predicteds 
between the 20th percentile and the 30th percentile, bin 8 = those with predicteds 
between the 80th percentile and the 90th, bin 9 = those between the 90th and 95th 
percentile, bin 10 equals those between the 95th and 99th percentile, and bin 11 =those 
above the 99th percentile. Within each bin, we calculate the standard deviation of actual 
costs and then assign that SD to each person in the bin. When calculating the SE for a 
confidence interval, the assigned standard deviation is used rather than the value 
determined from the regression model. 

To portray the results for provider i, one could show the interval E, ± 2*SEj and a 
point for OJ. If OJ falls in the interval, the provider is assumed to be practising as 
expected. Alternatively, one could show the point E, and the 'acceptance interval' that 
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goes from OJ - 2*SE j to OJ + 2*SE j • If E, falls within these bounds, the provider is 
viewed as practising as expected. Another common practice is to divide the end points of 
the interval OJ ± 2*SE; by E, resulting in an approximate 95% confidence interval for 
OlE. If this interval includes I, the provider's practice is viewed as unexceptional. 

Often profiles are presented by showing the intervals and points for a number of 
providers. The width of each interval is primarily a function of the number of cases 
treated. Providers with wider intervals treat fewer cases. In an attempt to simplify, 
sometimes profiles just show OlE ratios or (worse) just a and use a star to indicate if the 
OlE ratio is significantly different than I or if the a value is significantly different than 
expected. Unfortunately, this approach creates artificially large distinctions between 
providers whose observed experiences fall just inside versus just outside their intervals. 

An alternative to comparing either a or OlE to some interval which reflects random 
fluctuations is to measure the difference between a and E in units of standard errors, that 
is, z = (O-E) I SE. For sufficiently large n, this quantity follows a standard normal 
probability distribution (which is why we call it 'z', the common designation for such a 
variable). If z has a standard normal distribution, it is easy to calculate the probability, 
called a p-value, that deviations from expected at least as large as what was observed are 
due to random chance. If this probability is small, the assumption that the provider 
practised 'as expected' is rejected. For example, a z-score of 2 corresponds to a p-value 
of about .05. a common cutpoint for identifying statistically significant findings. 
Flagging a provider as an outlier when the z-score is greater than 2 has the same 
theoretical justification as flagging them if their observed or expected falls outside the 
types of 95% intervals discussed above. 

In the above, if a provider's actual outcomes are statistically different from expected 
(outside the confidence bounds), the provider is flagged as an outlier. Two main reasons 
(other than 'chance') can cause a provider to be flagged: one, the provider is particularly 
effective (or ineffective); or two, the provider is the victim (or beneficiary) of case mix 
differences not accounted for by the risk adjusters in the model. Flagging the provider 
implies that patient management is the cause. Below, we describe a modification of the 
above approach that typically widens the confidence bounds, reducing the chance that a 
provider is flagged as an outlier. In essence, it gives more weight to the presumption that 
observed differences in provider outcomes are due to unmeasured case mix differences 
and randomness rather than the effectiveness of patient management. 

R2 indicates the extent to which the independent variables in the model explain 
variations in the dependent variable. One can also examine the increase in R2 associated 
with a particular independent variable or set of independent variables. For example, after 
including all risk adjusters in a model, how much higher is R2 when dummy or indicator 
variables for providers are then added? Closely associated with this idea of 'incremental 
contribution' to R2 is the partial F statistic. The F statistic for the entire regression model 
is used to test the null hypothesis that there is no relationship between the independent 
variables in the model and the dependent variable. The partial F statistic associated with 
the provider indicator variables can be used to test the null hypothesis that individual 
providers do not affect the outcome, after the model has accounted for other independent 
variables (such as differences in inherent patient risk). 

The partial F statistic has a very close relationship to the intraclass correlation 
coefficient (ICC). Imagine randomly selecting a provider and then randomly selecting 
two of that provider's patients; the ICC is the correlation between their outcomes. A high 
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ICC means that knowing the outcome for one of the provider's patients provides 
information about likely outcomes for other patients of the same provider; that is, that 
'provider matters'. If A (n) is the average number of patients treated by providers 
(calculated by averaging the number of patients treated by each provider), Yen) = 
variance of the number of patients treated by providers, and N =number of providers, 
then n" = A(n) - V(n)/(N*A(n». If F, is the partial F statistic associated with providers, 
then the ICC can be estimated as 

(Fp - I) / (Fp + n' - I) 

If outcomes of patients treated by the same provider are dependent, estimates based on a 
provider panel of n patients are less reliable than if outcomes were independent. The 
decreased reliability can be measured by the design effect (de), which for each provider 
with a panel size of n is calculated as I + (n-I)*ICC. Assuming that the dependency 
between outcomes is due to unmeasured case mix differences, the effective sample size 
for a provider is calculated as n1de. If the ICC is large, the effective sample size for a 
provider will be much smaller than n, confidence intervals will be wider, and hence 
fewer providers will be flagged as outliers. 

4.3 Hierarchical models 

There are several potential problems with the standard approaches to profiling discussed 
above. One relates to how the 'true' mean value of the outcome is estimated for each 
provider (i.e., M, for provider i). Traditionally, each M, is estimated by Ai> the average 
outcome of provider i's patients. However, especially for providers with small panels, Ai 
may not be the best predictor of what will happen to provider i's patients in the future. In 
a population with a 'historical' 2% problem rate, do we really think that a provider who 
had I problem among 10 patients has a 10% problem rate; or, if there were no problems 
among 10 patients, the provider has a true problem rate of 0%. Typically, the set of 
averages is too spread out, with the highest ones being higher than their 'true' values and 
the lowest ones being lower. In addition, the traditional approach to estimating SEs 
described above may underestimate the amount of variability that is present, leading to 
confidence intervals that are too narrow. One reason for this is that traditional methods 
recognise only one source of variation in the data - random variation of patients within 
providers. However, it seems reasonable to assume not only that patients vary randomly, 
but also that providers vary randomly. Provider variability will increase SEs. SEs also 
may be underestimated because when considering providers, such as hospitals or health 
plans, patients may cluster within provider, example, by physician within hospital or 
health plans. Clustered data may result in dependencies between outcomes within the 
same cluster. As noted above, when analysing units within which there are dependencies 
in outcomes, effective sample sizes (in terms of the amount of information provided) are 
less than actual sample sizes. Approaches that do not adjust for clustering may 
underestimate SEs (Greenfield et al., 2002). Hierarchical models (also called multilevel 
or random effects models) provide a comprehensive approach for dealing with such 
problems. Greenland (2000), McNeil, Pedersen and Gatsonis (1992) and Shaman et at. 
(2001) provide non-technical descriptions of multilevel models. Normand, Glickman and 
Gatsonis (1997) is a good technical discussion in the context of provider profiling). 
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Imagine a provider whose rate of problems we seek to understand and predict. Under 
the traditional approach described earlier, we use data from that provider to calculate the 
percentage of problems. Then, the 95% confidence interval is used to help us understand 
the accuracy of that % as an estimate of the true provider problem rate. For example, 
having observed 1 problem out of ten, the estimated problem rate would be 10%, but we 
would be restrained from viewing this as evidence of a deviation from a population-wide 
average of 2% by the fact that the lower bound of the 95% confidence interval is just 
barely above 0%. Absent provider-specific information, the hierarchical modelling 
framework leads one to believe that each provider is like other providers (technically, 
this is called the assumption of exchangeability). As more and more provider-specific 
data become available, we allow these data to (gradually) modify our expectation. For 
example, having viewed 1 problem in 10, our 'best guess' for M, would now be a little 
larger than 2%. The assumption that the data of other providers is an important source of 
information for predicting the performance of each individual provider is the core of the 
hierarchical modelling approach. If, for some reason, the assumption does not seem 
reasonable (at least for some subset of providers), then a hierarchical model may be 
inappropriate. 

Using a hierarchical model, we essentially begin by estimating provider i's problem 
rate by the observed problem rate in the population of patients (what we earlier called A). 
Once some data have been collected on provider i, we can calculate Ai' Under common 
formulations of hierarchical models, provider i's 'true' problem rate is then estimated as 
a weighted average of the two estimates A, and A. The weight assigned to the observed 
rate for provider i (i.e., A j ) becomes larger as the amount of data available on provider i 
increases. A traditional approach estimates the provider's true average as A j , regardless 
of how much or little data are available for provider i; in contrast, the common 
hierarchical model estimate is a weighted average of the observed rate, which might be 
very extreme, and the rate for all patients, which is necessarily 'in the middle'. Hence, 
the hierarchical model estimate is less extreme. If an A j pertained to a provider with very 
few cases, the estimate would be far less extreme. In the aggregate, the 'ensemble' set of 
provider-specific estimates from hierarchical models is less spread out than the Ajs. It is 
in this sense that estimates from hierarchical models are said to 'shrink' traditional 
estimates. By shrinkage we do not mean that all estimates will be smaller, but that they 
will be pulled in from the extremes towards a central value. 

Hierarchical models provide a comprehensive framework for incorporating variation 
at different levels of analysis. The 'hierarchy' derives from nesting, which occurs when 
data are not generated independently but in groups. For example, in some settings 
patients can be viewed as nested within primary care physicians; primary care physicians 
may be nested within practice groups (example, physicians who work out of the same 
clinic); and practice groups may be nested within region. At each level of the hierarchy, 
there may be different independent variables that one wants to take into account when 
profiling. Explicit modelling of the hierarchical structure recognises that nested 
observations may be correlated and that each level of the hierarchy can introduce a 
source of variation. 

Hierarchical models can easily incorporate risk adjustment. Rather than shrinking the 
estimates of each provider to an overall average, they can be shrunk to the expected 
average for that provider based on the risk characteristics of patients in their panel. Thus, 
the estimate is a weighted average of the provider's observed average (OJ) and their 
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expected average (E;). The weight associated with OJ depends on the size of the 
provider's panel. 

In reanalysing CABG mortality data from the Pennsylvania Healthcare Cost 
Containment Council, Localio et al. (1997) used simulations to demonstrate 'the 
dramatic reduction in the number of false outliers with the use of hierarchical statistical 
models. The hierarchical models maintained adequate statistical power for detecting true 
departures from expected rates of mortality'. 

Hierarchical models allow consideration of outcomes with more policy relevance 
than just mean outcomes. Normand, Glickman and Ryan (1996) illustrated this in a study 
profiling hospitals for the HCFA Cooperative Cardiovascular Project in the early 1990s. 
Outcome measures included: the probability that hospital-specific mortality for average 
patients was at least 50% greater than median mortality; and the probability that the 
difference between risk-adjusted mortality (calculated for each hospital using a logistic 
regression model fitted to the hospital's patients) and standardised mortality (predicted 
mortality based on a model developed from all patients) was large. 

Hierarchical models provide an attractive framework for estimation when profiling 
providers. Shrunken estimates appropriately adjust for the influence of outliers and for 
the increased unreliability associated with estimates from smaller samples. Furthermore, 
the probability intervals from hierarchical models reflect the uncertainty associated with 
estimates better than traditional confidence intervals. Nevertheless, hierarchical models 
have generally not been used to profile provider performance outside of research settings. 
One reason is that they 'require substantial statistical sophistication to implement 
properly' (Shahian et al. (2001), p. 2162). Hierarchical models nonetheless offer 
substantial advantages, and over the next several years, easier methods for implementing 
these models will likely appear. 

4.4 Comparing outcomes over time 

The discussion so far has focussed on cross-sectional analyses, that is, information 
relating to a single time period. However, a very useful way in which to profile involves 
examining changes over time, that is, undertaking longitudinal analyses. As Berwick 
(1996, p.4), a leading healthcare quality improvement expert, observed, 'Pick a measure 
you are about, and begin to plot it regularly over time. Much good will follow'. 

Plotting over time highlights changes. With only a few time periods, it is difficult to 
determine if changes reflect random variations versus real changes in behaviour. In 
particular, not much confidence can be placed in any changes occurring over just two 
time periods. However, as the number of time periods increase, persistent trends 
increasingly suggest that observations reflect an underlying reality as opposed to random 
variation. Further, when provider outcomes that had been stable over time change after a 
managerial or policy intervention, this lends credibility to the effectiveness of the 
intervention. Unfortunately, since time periods for profiling have to be large enough to 
have a reasonable sample (example, often a year), longitudinal data for many periods 
may not be available. And, even when they are, the earlier data may be too old to be 
relevant for understanding the current situation or predicting the future. 
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5 An application 

5.1 Traditional analysis 

To illustrate the techniques discussed above and the challenges of provider profiling, we 
consider a data set of 68,066 commercially insured individuals treated by 69 family 
practitioners. For each individual, we know their health plan expenditures (that is, what 
the insurance plan paid for their care) and their Relative Risk Score (based on the DxCG 
system). For ease of presentation, we will refer to health plan expenditures as costs. 

As discussed, in healthcare cost data there are often a few very large outliers. In this 
data set, 113 individuals (0.2%) had costs over $50,000. The most expensive case was 
over $80,000. We began by topcoding costs at $50,000, that is, setting any cost over 
$50,000 to $50,000. In what follows, all 'cost' references are to topcoded costs. 

There were large variations in the size of the physician panels, ranging from 44 
individuals to over 1,800 individuals. The vast majority of the panels (over 90%) had 
over 100 individuals; 75% had over 500 individuals. Estimates from the larger panels are 
more reliable than those from the smaller panels. 

Table 1 shows, for a subgroup of providers, panel size, observed average cost for the 
panel, the ratio of average panel cost to the average cost over all patients ($1846), and the 
coefficient of variation (the SD divided by the average). All providers whose average 
costs were more than 15% above or below the overall average are included in this table 
(in addition to some other providers, as described below). There were three providers 
(52, 69 and 54) whose average costs were more than 30% below the overall average and 
three providers with average costs more than 30% above the overall average. Note that 
the patient costs varied widely within provider panels; coefficients of variation often 
exceeded 2. 

Table 1 Cost and severity information by provider 

Provider Panel Observed Cost/Aver Coefficient RRS/ Predicted Observed! 
Number Size Cost Cost Variation AverRRS Cost Expected 

Low cost providers 

52 311 1190 0.64 2.41 0.62 1286 0.93 

69 82 1221 0.66 3.20 1.04 1909 0.64 

54 644 1280 0.69 2.16 0.80 1550 0.83 

9 1782 1367 0.74 2.43 0.84 1618 0.84 

56 715 1401 0.76 2.85 0.77 1516 0.92 

33 607 1406 0.76 2.25 0.84 1613 0.87 

48 1750 1455 0.79 2.02 0.94 1758 0.83 

32 996 1499 0.81 2.33 0.96 1794 0.84 

66 44 1516 0.82 1.88 0.82 1580 0.96 

61 92 1524 0.83 1.90 0.92 1724 0.88 

7 1779 1563 0.85 2.57 0.98 1823 0.86 

6 1831 1598 0.87 2.43 1.07 1950 0.82 

29 1223 1607 0.87 2.87 0.98 1820 0.88 
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Table 1 Costandseverity information byprovider (Continued) 

Provider Panel Observed Cost! Aver Coefficient RRS/ Predicted Observed! 
Number Size Cost Cost Variation AverRRS Cost Expected 

55 403 1667 0.90 2.12 1.20 2144 0.78 

1 1709 1718 0.93 2.68 1.02 1877 0.92 

22 1517 1784 0.97 2.23 1.07 1954 0.91 

4 1719 1804 0.98 2.47 1.08 1964 0.92 

12 1782 1835 0.99 2.14 1.20 2136 0.86 

High cost providers 

19 1625 1805 0.98 2.24 0.86 1646 1.10 

38 1454 1867 1.01 2.36 0.89 1682 1.11 

16 1351 1891 1.02 2.34 0.91 1709 1.11 

17 1131 2058 1.11 2.18 1.01 1863 1.10 

24 1515 2061 1.12 2.24 1.03 1893 1.09 

51 1108 2101 1.14 1.98 1.03 1895 1.11 

45 456 2126 1.15 2.51 0.91 1714 1.24 

2 1568 2146 1.16 2.26 1.17 2088 1.03 

23 1092 2160 1.17 2.13 1.14 2052 1.05 

28 622 2181 1.18 2.40 1.10 1995 1.09 

37 1256 2185 1.18 1.97 1.11 2012 1.09 

44 1706 2186 1.18 2.13 1.01 1865 1.17 

42 916 2209 1.20 2.58 1.00 1847 1.20 

15 692 2224 1.20 2.30 1.26 2225 1.00 

68 38 2302 1.25 1.53 1.84 3073 0.75 

26 1231 2351 1.27 2.12 0,97 1796 1.31 

39 802 2380 1.29 1.92 0.99 1832 1.30 

13 162 2441 1.32 2.42 1.08 1966 1.24 

64 1290 2620 1.42 2.24 1.38 2397 1.09 

31 720 2728 1.48 1.96 J.l9 2128 1.28 

The sixth column shows the ratio of the mean RRS of the panel to the mean RRS over all 
patients (which was 1.5). Though many of the providers had a case mix near average 
(that is, ratios near I), some providers' panels differed greatly from average. For 
example, provider 52 had a low-risk group of patients, 62% of the average RRS. No 
doubt, this explains some of the provider's low cost. Provider 68 had a particularly 
high-risk group of patients, 84% above average. This may explain some of provider 68's 
higher cost. 

To develop a model to adjust for differences in the risk profile of patients in different 
panels, we ran a linear regression model with cost as the dependent variable and RRS as 
the independent variable. R2 was 0.51; that is, over 50% of the variation in cost was 
accounted for by variation in RRS. We also ran a model that included RRS squared, age 
and age squared, and gender. Since R2 increased only slightly, to 0.53, in what follows 
we use the model with just RRS as the independent variable. 
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Examining average cost by decile of predicted cost provides insight into the ability of 
RRS to differentiate groups with very different costs. In the 3 lowest deciles, average 
costs were $215, $358 and $573 respectively. In the 3 highest deciles, average costs were 
$2421, $3542 and $9609. Also, the 50% of people with the lowest predicted costs 
incurred only 9% of the expenses; while the 10% with the highest predicted cost incurred 
48% of all expenses; and the top 5% spent 33%. Recall that we are 'predicting' costs 
from data that 'know' which illnesses were being treated to generate these costs. 
Prospective models - models that predict next year's costs (before knowing what 
illnesses will arise) - cannot isolate high cost groups as well. 

Columns 7 and 8 of Table 1 show the average of the predicted costs (E) and the little 
observed cost versus expected cost (OlE) ratio for the patients in each panel. Sometimes, 
adjusting for patient risk dramatically affected whether a provider looked extreme. For 
example, provider 52 had actual costs that were 64% of the overall average. However, 
this provider saw a relatively healthy set of patients. When this risk was taken into 
account, provider 52's actual costs were only 7% below expected (OlE =0.93). Provider 
69 also had low actual costs compared to the average, 66% of the average. After 
accounting for the fact that this provider's patients were somewhat less healthy than 
average, these actual costs were still viewed as low, only 64% of expected. Risk 
adjustment mattered little for this provider. Comparing columns 4 and 8 shows that risk 
adjustment affected the perceived efficiency of some providers only a little, while for 
others it mattered a lot. 

In our risk adjustment model (which includes only one independent variable), the SD 
associated with the predicted cost for an individual varied only slightly across 
individuals. For almost all people it was 2,980. Thus, the interval within which observed 
mean costs were expected to fall was 'predicted costs ± 1.96*2980/"'n, where n is the 
provider's panel size. (In this calculation, we used 1.96 rather than 2, the approximate 
number of SEs above and below the mean used to calculate a 95% confidence interval). 
Table 2 shows average actual costs, average predicted costs and the cutpoints around 
predicted costs used to identify providers as outliers. In addition to including providers 
whose actual average costs were more than 15% from the overall average, both Tables 1 
and 2 include all providers flagged because their actual cost was outside the cutpoints 
(indicated by * in the Table). Of the 10 providers whose costs were more than 15% 
below average, only 5 would have been flagged because their observed cost was outside 
the range expected after risk adjustment. Among the 13 providers whose costs were more 
than 15% above average, only 8 have actual costs higher than expected. 

Table2 Observed costs, predicted costs and cutpoints used to flag providers 

Provider Panel Observed Predicted Observed! Lower Upper 
Number Size Cost Cost Expected Cutpoint Cutpoint 

69 82 1221 1909 0.64 1264* 2554 

55 403 1667 2144 0.78 1853* 2435 

6 1831 1598 1950 0.82 1814* 2087 

54 644 1280 1550 0.83 1320* 1781 

48 1750 1455 1758 0.83 1618 1898 
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Table 2 Observed costs, predicted costsandcutpoints usedto flag providers (Continued) 

Provider Panel Observed Predicted Observed! Lower Upper 
Number Size Cost Cost Expected Cutpoint Cutpoint 

32 996 1499 1794 0.84 1609* 1979 

9 1782 1367 1618 0.84 1479* 1756 

7 1779 1563 1823 0.86 1684* 1961 

12 1782 1835 2136 0.86 1998* 2275 

33 607 1406 1613 0.87 1376* 1850 

29 1223 1607 1820 0.88 1653 1987 

61 92 1524 1724 0.88 1115 2333 

22 1517 1784 1954 0.91 1804* 2104 

1 1709 1718 1877 0.92 1736* 2018 

4 1719 1804 1964 0.92 1823* 2105 

56 715 1401 1516 0.92 1298 1735 

52 311 1190 1286 0.93 955 1617 

66 44 1516 1580 0.96 699 2460 

68 38 2302 3073 0.75 2125 4020 

15 692 2224 2225 1.00 2003 2447 

2 1568 2146 2088 1.03 1940 2235 

23 1092 2160 2052 1.05 1875 2228 

37 1256 2185 2012 1.09 1848 2177* 

24 1515 2061 1893 1.09 1742 2043* 

64 1290 2620 2397 1.09 2234 2559* 

28 622 2181 1995 1.09 1760 2229 

19 1625 1805 1646 1.10 1501 1791* 

17 1131 2058 1863 1.10 1689 2036* 

16 1351 1891 1709 1.11 1550 1868* 

51 1108 2101 1895 1.11 1719 2070* 

38 1454 1867 1682 1.11 1529 1835* 

44 1706 2186 1865 1.17 1724 2007* 

42 916 2209 1847 1.20 1654 2040* 

45 456 2126 1714 1.24 1441 1988* 

13 162 2441 1966 1.24 1507 2425* 

31 720 2728 2128 1.28 1910 2346* 

39 802 2380 1832 1.30 1625 2038* 
26 1231 2351 1796 1.31 1629 1962* 

Note: * indicates provider has been flagged as an outlier 

Overall, 13 providers (19%) were flagged as low cost providers and 15 (22%) flagged as 
high cost providers. It is not reasonable or useful to flag over 40% of providers. Closer 
examination of some of the flags suggests a possible problem. Providers 22, I and 4 were 
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flagged as low cost providers despite the fact that their actual costs were less than 10% 
below expected; providers 37, 24, 64, 19, and 17 were flagged as high cost providers 
despite the fact that their costs were within 10% of average. This illustrates a very 
important point about provider profiling: if sample sizes are large, relatively small 
differences between observed and expected can be statistically significant. To 
compensate, an oversight group may wish to adopt a 'practical significance' in addition 
to a statistical significance standard - only initiating action when the difference between 
observed and expected is larger than a managerial or policy-relevant cutpoint. For 
example, if we were to specify that to be flagged, a provider's average costs had to be 
both statisticaIly significant and more than 15% from average, then 7 providers would be 
flagged as low (provider 69, 55, 6, 54, 48, 32 and 9) and 7 as high (provider 44, 42, 45, 
13, 31, 39 and 26). The downside is that this lessens the incentive for managers of large 
practices to push for continuous, incremental improvement. 

Requiring that findings be statistically significant reduces the risk of falsely flagging 
small providers, where large deviations may just reflect random chance. However, it may 
also cause us to miss truly aberrant practices. For example, though the performance of 
provider 68 differs widely from expected, this provider is not flagged as an outlier. 

As an alternative approach to showing confidence boundaries, one that perhaps more 
easily facilitates consideration of both practical and statistical significance without 
implication of guilt by flagging, we suggest examining the z-score, that is, (0 - E) / SE. 
Table 3 is Table 2 with z-score added and sorted by z-score, z-scores can be easily 
converted into a p-value and then used in a traditional hypothesis testing framework. 
Thus, a z-score of approximately 2 is equivalent to flagging a provider if actual costs are 
outside the cutpoints defined above. However, ranking on a z-score scale provides some 
sense of those providers for whom the evidence is strongest that their actual costs do not 
equal their expected costs. Thus, rather than just a yes/no designation that a provider is 
outside the cutpoints, z-scores continuously measure the deviation of observed from 
expected and are easily combined with a managerial cutpoint. For example, one might 
say we will flag any provider with a z-score greater than 3 and an OlE ratio of less than 
0.85 or more than 1.15. In this case, 5 low cost providers would be flagged and 7 high 
cost providers. This seems like a much more reasonable number of providers to flag. 

Table 3 Providers sorted by z score 

Provider Panel Observed Predicted Observed! Lower Upper 
Number Size Cost Cost Expected Cutpoint Cutpoint z-score 

Low cost providers 

6 1831 1598 1950 0.82 1814* 2087 -5.06 

12 1782 1835 2136 0.86 1998* 2275 --4.27 

48 1750 1455 1758 0.83 1618* 1898 --4.25 

7 1779 1563 1823 0.86 1684* 1961 -3.68 

9 1782 1367 1618 0.84 1479* 1756 -3.56 

55 403 1667 2144 0.78 1853* 2435 -3.21 

32 996 1499 1794 0.84 1609* 1979 -3.12 

29 1223 1607 1820 0.88 1653* 1987 -2.49 
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Table 3 Providers sorted by z score (Continued) 

Provider Panel Observed Predicted Observed! Lower Upper 
Number Size Cost Cost Expected Cutpoint Cutpoint z-score 

54 644 1280 1550 0.83 1320* 1781 -2.31 

4 1719 1804 1964 0.92 1823* 2105 -2.24 

22 1517 1784 1954 0.91 1804* 2104 -2.23 

1 1709 1718 1877 0.92 1736* 2018 -2.20 

69 82 1221 1909 0.64 1264* 2554 -2.09 

33 607 1406 1613 0.87 1376 1850 -1.71 

56 715 1401 1516 0.92 1298 1735 -1.04 

61 92 1524 1724 0.88 1115 2333 -{).64 

52 311 1190 1286 0.93 955 1617 -0.57 

66 44 1516 1580 0.96 699 2460 -0.14 

High cost providers 

68 38 2302 3073 0.75 2125 4020 -1.59 

15 692 2224 2225 1.00 2003 2447 -om 
2 1568 2146 2088 1.03 1940 2235 0.77 

23 1092 2160 2052 1.05 1875 2228 1.20 

28 622 2181 1995 1.09 1760 2229 1.56 

13 162 2441 1966 1.24 1507 2425* 2.03 

37 1256 2185 2012 1.09 1848 2177* 2.05 

19 1625 1805 1646 1.10 1501 1791* 2.15 

17 1131 2058 1863 1.10 1689 2036* 2.20 

24 1515 2061 1893 1.09 1742 2043* 2.20 

16 1351 1891 1709 1.11 1550 1868* 2.24 

51 1108 2101 1895 1.11 1719 2070* 2.31 

38 1454 1867 1682 1.11 1529 1835* 2.36 

64 1290 2620 2397 1.09 2234 2559* 2.69 

45 456 2126 1714 1.24 1441 1988* 2.95 

42 916 2209 1847 1.20 1654 2040* 3.68 

44 1706 2186 1865 1.17 1724 2007* 4.44 

39 802 2380 1832 1.30 1625 2038* 5.22 

31 720 2728 2128 1.28 1910 2346* 5.41 

26 1231 2351 1796 1.31 1629 1962 6.54 

Note: * indicates provider has been flagged as an outlier 

Managers need to decide how many providers will be singled out for special treatment. 
Quantitative measures help rank the providers in terms of which one's panels provide the 
strongest evidence of substantial deviance. However, strong evidence and large deviance 
are different dimensions and only one can be used in a single ranking. It is silly to 
assume that just because an algorithm flags over 20% of providers as high, that it will be 
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worthwhile to intensively follow-up on all of them. External 'sanctions' should probably 
emphasize practical importance (large deviance). while internal managers with large 
panels should continuously push for small (statistically meaningful) improvements. 

As discussed earlier, we usually determine the variation in a predicted panel average 
by assuming that the same variance applies for every case, even though random 
variations are usually larger for cases that are expected to be more expensive. In our data, 
for the 20% of cases with the lowest predicted costs, mean costs were $88 with a 
standard deviation of $298; in the upper 1% of cases in terms of predicted, mean costs 
were $23,422 with a standard deviation of $15,616. Thus, we recalculated confidence 
bounds using the binning approach described above. In most cases, the confidence 
intervals were wider, but usually by under $100 (for 65 of the 69 providers); as a result, 
two fewer providers (one high, one low) were flagged as having statistically significant 
costs. 

It may well be that providers have little control over the proportion of their panel that 
actually visits them over some time period. This suggests doing the analysis including 
only patients with positive costs. When we did this (using the SE from the regression 
model rather than the binning approach just described), 12 providers were still flagged as 
statistically significant on the low side and 12 (3 fewer than before) on the high side. 
Most of the flagged providers were the same as before. 

Given the many providers identified as having average costs statistically significantly 
different than expected, one might think that provider is an important variable explaining 
differences in costs. However, once RRS is in the model, adding 68 dummy variables for 
provider only leads to an increase in R2 of less than .01. The partial F statistic for 
provider is 5.3 and the intraclass correlation coefficient is .004. Adjustment for the 
design effect would have little impact on the width of the confidence intervals in this 
situation. 

5.2 Hierarchical modelling (HM) 

In the above analysis, the only source of randomness is due to variation in individual 
patient costs around each provider's mean. As noted, hierarchical modelling allows one 
to formally incorporate the possibility that providers' mean costs may also vary from 
their expected due to random factors. In our analysis, we used a relatively simple 
hierarchical model: 

•	 providers' true mean costs vary normally around their expected costs with some 
unknown standard deviation (which is the same for all providers) 

•	 the SE associated with the mean costs for a provider is the SD of that provider's 
patients' costs divided by the square root of the panel size. 

The output of the HM analysis provides two quantities of direct interest: 

•	 an estimate of each provider's true mean cost, which is a weighted average of their 
expected costs and their actual costs 

•	 bounds within which one is 95% sure true mean costs will fall. 

Table 4 compares the HM estimates to the traditional approach estimates. The first thing 
to notice is the extent to which shrinkage toward expected depends on the size of a 
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provider's panel. Provider 6 had a large panel, over 1800 members. The provider's 
observed average cost was $1598, the expected $1950, and the HM-estimated cost 
$1685. The HM estimate was shrunk 25% of the way from the actual to the expected 
estimate. Provider 66 had a particularly small panel, only 44 members. For that provider, 
the HM- estimated cost was shrunk over 87% of the way toward from the actual to the 
expected. 

Table 4 Comparison of traditional cutpoints andcutpoints froma hierarchical model(HM) 

Traditional 
Provider Panel Observed Predicted HM Traditional Upper HM Lower HM Upper 
Number Size Cost Cost Cost Lower Cutpoint Cutpoint Cutpoint Cutpoint 

Low cost provider 

6 1831 1598 1950 1685 1814* 2087 1523* 1841 

12 1782 1835 2136 1912 1998* 2275 1748* 2069 

48 1750 1455 1758 1505 1618* 1898 1377* 1632 

7 1779 1563 1823 1631 1684* 1961 1464* 1793 

9 1782 1367 1618 1418 1479* 1756 1277* 1559 

55 403 1667 2144 1927 1853* 2435 1679 2160 

32 996 1499 1794 1595 1609* 1979 1413* 1775 

29 1223 1607 1820 1694 1653* 1987 1488 1896 

54 644 1280 1550 1366 1320* 1781 1183* 1546 

4 1719 1804 1964 1853 1823* 2105 1676 2028 

22 1517 1784 1954 1833 1804* 2104 1663 2000 

1 1709 1718 1877 1771 1736* 2018 1594 1950 

69 82 1221 1909 1824 1264* 2554 1510 2121 

33 607 1406 1613 1486 1376 1850 1287 1681 

56 715 1401 1516 1456 1298 1735 1240 1668 

61 92 1524 1724 1678 1115 2333 1391 1957 

52 311 1190 1286 1239 955 1617 1016 1461 

66 44 1516 1580 1572 699 2460 1275 1873 

68 38 2302 3073 3015 2125 4020 2697 3323 

15 692 2224 2225 2223 2003 2447 1984 2470 

2 1568 2146 2088 2123 1940 2235 1932 2315 

23 1092 2160 2052 2114 1875 2228 1908 2323 

28 622 2181 1995 2063 1760 2229 1812 2316 

13 162 2441 1966 2017 1507 2425* 1716 2327 

37 1256 2185 2012 2121 1848 2177* 1930 2315 

19 1625 1805 1646 1760 1501 1791* 1592 1929 

17 1131 2058 1863 1978 1689 2036* 1777 2185 

24 1515 2061 1893 2001 1742 2043* 1813 2189 

16 1351 1891 1709 1825 1550 1868* 1634 2017 
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Table 4	 Comparison of traditional cutpoints andcutpoints froma hierarchical model(HM) 
(Continued) 

Traditional Traditional 
Provider Panel Observed Predicted HM Lower Upper HM Lower HM Upper 
Number Size Cost Cost Cost Cutpoint Cutpoint Cutpoint Cutpoint 

51 1108 2101 1895 2023 1719 2070* 1827 2224 
38 1454 1867 1682 1803 1529 1835* 1617 1989 
64 1290 2620 2397 2506 2234 2559* 2282 2737 
45 456 2126 1714 1836 1441 1988* 1572 2115 
42 916 2209 1847 1999 1654 2040* 1758 2249 
44 1706 2186 1865 2078 1724 2007* 1896 2267* 

39 802 2380 1832 2104 1625 2038* 1875 2347* 

31 720 2728 2128 2365 1910 2346* 2119 2633 

26 1231 2351 1796 2104 1629 1962* 1890 2331* 

Note: * Indicates provider has been flagged as anoutlier 

The HM intervals show the range within which one is 95% sure the provider's true mean 
cost lies. The interval is approximately centred at the HM-estimated true cost. Consider 
provider 6. We are pretty sure the provider's true costs were somewhere between $1,523 
and $1,841. Based on the profile of the provider's patients, we would have predicted 
costs of $1,950. Since 1,950 is outside the range 1,523 to 1,841, we are pretty sure this 
provider's true cost were below predicted. Hence, the provider is flagged as a low cost 
provider. On the high side, consider provider 26. We are pretty sure this provider's true 
costs were between $1,890 and $2,331. This is higher than the provider's predicted cost, 
$1,796. Hence, this provider is flagged as a high cost provider. 

As is apparent in Table 4, 7 providers were flagged as low cost providers and 3 as 
high cost providers. Overall, 14% of the providers were flagged, compared with over 
40% using the traditional approach. Fourteen percent seems like a more reasonable 
number of outlier providers. Formally incorporating random variation among providers 
in the analysis protects against the tendency of the traditional approach to flag 'too many' 
providers. 

Past, present and future 

Throughout the 1980s, the primary task in risk adjustment was to develop and test 
models. Today's researchers, policy analysts and managers can choose from several well
vetted risk adjustment models. In this chapter, we have discussed how to use existing 
models to create credible predicted values for each observation in a population. In 
healthcare, of course, individual outcomes are highly variable, and individual predictions 
are, at best, only 'correct on average'. We have discussed how to examine the accuracy 
of predictions, both to help in choosing among models and in understanding the 
strengths, limitations and performance characteristics of a model that is being used. 

Risk adjustment becomes policy-relevant when we compare average outcomes (Os) 
with predicted or expected average outcomes (Es) within important subgroups and seek 
to interpret the meaning of discrepancies. We have discussed several plausible ways for 
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doing this. Although we have focussed on provider profiling, our discussion pertains to 
any attempt to understand the effect of a patient, provider or system characteristic on a 
health outcome. To learn where the system is, and how to improve it, we must compare 
Os to Es and act on what we see. The challenge is to neither over-react to the 
pseudo-precision that makes random noise look like an important 'finding,' nor to be 
paralysed into inaction by the certainty of uncertainty. 

In 2004. the newspapers are filled with stories that rely on credible risk adjustment. 
The Centers for Medicare and Medicaid Services (CMS) makes risk adjusted payments 
to HMOs for the Medicare beneficiaries they enroll; the 2003 Medicare drug bill 
mandates risk adjustment to deal with predictable differences in the expected cost of 
drugs for individuals; consortia of purchasers rank hospitals, imposing surcharges on 
consumers for using facilities in 'inefficient' tiers; medical managers of provider groups 
produce, examine and supply profiling data to individual doctors and medical teams, 
seeking to identify and promulgate better modes of practice. 

Though state-of-the-art risk adjustment models predicting continuous outcomes, such 
as costs, have R2 over 0.50 (when used concurrently) and models predicting a 
dichotomous outcomes, such as death, have c statistics approaching 0.90, much variation 
in outcomes remains unexplained. The most important concern is the potential for 
systematic bias. When a provider's actual outcomes differ from expected, we can 
quantify the likely contributions of randomness, but it can never be entirely clear how 
much is due to unmeasured risk and how much to differences in provider efficiency or 
quality of care. Even after expensive and time-consuming medical record reviews, this 
key question may remain unanswered. Significantly worse outcomes than expected need 
to be understood; however, they are not synonymous with poor quality or low 
productivity. 

Traditional approaches for identifying outlier providers that measure random 
variation only at the patient level, especially those that use standard cutpoints (such as 
z = 2) to identify outliers, may flag too many outliers. In our example, despite our 
attempts to create stable findings, about 40% of the providers were flagged as outliers. 
Managers should consider both the practical and statistical significance of deviant 
outcomes; one way is to focus on providers with the most extreme z-scores whose OlE 
ratio exceeds a managerially relevant cutpoint. This guards against flagging either 
providers with extreme OlE ratios and small panel sizes (their z-scores will be small) or 
providers with large z-scores but OlE ratios close to 1 (they won't exceed the cutpoints). 

Hierarchical models that formally incorporate variation among providers will be 
increasingly used in provider profiling. As we have seen, profiling based on such models 
flags fewer providers as outliers. Given the current status of risk adjustment models and 
the possibility that deviant OlE ratios are due to unmeasured case mix differences, 
cautious 'flagging' seems appropriate. Though hierarchical models are harder to 
implement, improvements in software and greater understanding of their value will likely 
lead to increased use. Finally, as longitudinal data become more available, longitudinal 
profiles should enable more reliable distinctions in the quality and efficiency of the care 
received from various providers. 

Productivity and quality improvements in healthcare delivery require changing 
provider behaviour and credible provider profiles are needed for improvement 
programmes. However, as we have shown, analytical and conceptual challenges to 
developing useful profiles remain. 
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Abstract 

Background: Substance abuse is associated with cognitive impairment, Participation in clinical addiction research can be cognitively demanding. 
Screening tools can identify cognitively impaired subjects. We examined the use of the mini-mental state examination (MMSE) as an entry criterion 
in three randomized controlIed substance abuse clinical trials. 
Methods: In each of the three studies, we calculated the proportion of subjects excluded due to MMSE scores «21) suggestive of cognitive 
impairment, We estimated the potential impact on enrolIment based on the number of excluded subjects. Separately, for two of the studies, we 
assessed the impact of cognitive function on participation in follow-up using multivariable logistic regression. 
Results: Of all persons screened for enrollment, 1.6% (171/10,791) were ineligible based solely on a MMSE score of <21. We estimate that 119 
of these 171 ineligible persons would have consented and enrolled. These 119 persons would have represented 9.3% of alI enrolled subjects across 
these studies. For subjects in a study in an inpatient detoxification unit, a higher MMSE score was associated with higher odds (adjusted odds ratio 
1.15,95% CI 1.03-1.30) of completing at least one follow-up assessment. A similar impact on subject follow-up was not observed in a study of 
medical inpatients with unhealthy alcohol use (adjusted odds ratio 1.01, 95% CI 0.86-1.20). 
Conclusion: Screening for cognitive impairment using the MMSE excludes a small, but substantial, number of persons from addiction research 
studies. Cognitive ability, as captured by the MMSE may impact follow-up. These data support cognitive screening of substance abuse research 
subjects. 
© 2005 Elsevier Ireland Ltd. AlI rights reserved. 
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1, Introduction 

Substance abuse can significantly impair cognitive ability 
(Bolla et al., 2000; Duka et al., 2003; Grant, 1987; Loberg and 
Miller, 1986). These impairments include the areas of visuospa
tial abstracting, problem solving, planning and organization, 
new learning, cognitive flexibility and memory skills (Ardila 
et aI., 1991; Glen et al., 1988; Hambridge, 1990; Waugh et aI., 
1989). Impaired cognitive function is associated with shorter 
participation in treatment, increased dropout rates, less use of 
aftercare services, and greater post-treatment unemployment 
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(Donovan et al., 1984; Gregson and Taylor, 1977; Teichner et 
al., 2002; Walker et aI., 1983). Patients with impaired cogni
tive function, it has been argued, are not as likely to benefit 
from treatment as their unimpaired peers as they cannot sustain 
attention necessary to integrate and incorporate new informa
tion (Aharonovich et aI., 2003; Becker and Jaffe, 1984; Kupke 
and O'Brien, 1985; Leber et aI., 1985; Teichner et aI., 2001). 
The associations between treatment outcomes and cognitive 
impairment has led to calls for universal cognitive dysfunction 
screening of all substance abuse patients (Miller and Saucedo, 
1983; O'Farrell and Langenbucher, 1985). 

In addition to the impact of cognitive function on treatment 
outcomes, researchers have been increasingly concerned with 
the ability of impaired subjects to provide informed consent 
(Grisso et aI., 1997; Oldham et aI., 1999). In certain popu
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lations cognitive ability is strongly associated with decisional 
capacity (Moser et aI., 2002). Patients with sufficiently substan
tial deficits do not provide meaningful consent to participate 
in research (Carpenter et al., 2000). There is also the theoret
ical concem about the accuracy of information obtained from 
subjects with cognitive impairment. As a result researchers 
have been encouraged to include cognitive assessment tools in 
clinical investigations involving subjects with high probability 
of having cognitive dysfunction (National Bioethics Advisory 
Commission, 2001). 

The recognition of the need for cognitive screening, however, 
has not led to agreement as to which tool best combines brevity 
with high sensitivity and specificity. While several highly spe
cific and sensitive neuropsychological batteries for the detection 
and delineation of cognitive impairment exist, these approaches 
are costly and lengthy. Given the sizable number of potential 
subjects that require screening for many substance abuse clini
cal research studies, particularly studies involving screening of 
non-treatment-seeking samples, these batteries are not practi
cal. In the substance abuse treatment setting, a brief cognitive 
screening device capable of identifying those in need of fur
ther evaluation has been the alternative strategy to lengthy and 
expensive evaluations (Gillen et aI., 1991). 

The mini-mental state examination (MMSE) is a brief cogni
tive test widely used in both the inpatient and outpatient medical 
setting to assess cognitive function (Folstein et al., 1975). Per
formance on the MMSE agrees closely with results of expert 
assessments of cognitive ability (Etchells et al., 1999). The actual 
impact of using the MMSE as a brief cognitive assessment tool 
in substance abuse research studies, however, has received lim
ited attention. This paper details the impact of using the MMSE 
to exclude cognitively impaired subjects during screening for 
eligibility in three alcohol and drug abuse research studies. Sep
arately, we examine the association between cognitive function 
as measured by the MMSE and follow-up. 

2. Methods 

We examined data from three randomized controlled alcohol 
and drug abuse clinical trials, the health evaluation and link
age to primary care (HELP) study; addressing the spectrum of 
alcohol problems (ASAP); and adherence to drugs for HIV, an 
experimental randomized enhancement (ADHERE). Common 
to all three studies, patient were excluded if they planned to leave 
the local area within 12 months, did not have contact persons 
to facilitate follow-up, were not fluent in English or Spanish 
or if they had inadequate mental status to provide a history or 
informed consent, as indicated by a MMSE score of less than 
21. To enable a better assessment of the generalizability of these 
findings to other substance abuse research study populations, we 
provide below a brief description of the enrolled subjects from 
each of the studies. 

2.1. Participants 

2.1.1. HELP 
This study evaluated the effectiveness of a novel multidisci

plinary clinic for linking patients in a residential detoxification 

program to primary medical care (Samet et al., 2003). Patients 
undergoing inpatient detoxification from alcohol, heroin or 
cocaine who had no primary care physician were enrolled into 
this randomized controlled trial (Table 1). The intervention 
consisted of a clinical evaluation while in a detoxification unit, 
followed by facilitated referral to an off-site primary care clinic. 
Follow-up assessments were planned over 2 years at 6-month 
intervals. 

2.1.2. ASAP 
This study assessed the effectiveness of a brief inter

vention for hazardous, harmful, and dependent drinkers 
among hospitalized patients (Table 1). Among general med
ical inpatients screened, those drinking at-risk amounts were 
enrolled. Subjects in the intervention group saw a coun
selor and received an individualized brief motivational inter
vention tailored to their alcohol problem severity. Subjects 
were scheduled for interviews 3 and 12 months after enroll
ment. 

2.1.3. ADHERE 
This study assessed the effectiveness of a multi-faceted inter

vention designed to improve adherence to antiretroviral medica
tions in HIV-infected patients with a history of alcohol problems 
(Table 1; Samet et al., 2005). The experimental group received 
multiple visits from a trained nurse, which involved a brief 
intervention about alcohol use and practical guidance about 
adherence to medications. Subjects were followed at 3, 6 and 
12 months after randomization. 

2.2. Measures 

2.2.1. Mini-mental state examination (MMSE) 
The MMSE enables caregivers to identify patients with cog

nitive impairment, but it does not provide any specific diag
nostic information nor does it assess capacity to perform a 
specific task or to consent to research or treatment (Folstein 
et aI., 1975). The questions are grouped into seven categories, 
each one representing a different aspect of cognitive function: 
orientation to time (5 points); orientation to place (5 points); 
registration of three words (3 points); attention and calcu
lation (5 points); recall of three words (3 points); language 
(8 points); and visual construction (I point) (Tombaugh and 
McIntyre, 1992). The maximum score is 30. Patients who score 
in the 24-30 range are considered to be unimpaired, 18-23 
indicates mild cognitive impairment and <18 indicates severe 
cognitive impairment (Anthony et al., 1982; George et aI., 
1991). 

We defined cognitive impairment as an MMSE score of 
<21, instead of the aforementioned score of 24, consistent with 
research suggesting that individuals with fewer years of for
mal education perform less well on the MMSE (Crum et aI., 
1993; Cummings, 1993) and characteristics of our study popu
lations (Table 1). A large portion of our study subjects did not 
graduate from high school and many of our subjects were home
less, both indications that they might perform less well on the 
MMSE. 
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Table I 
Descriptive statistics of enrolled subjects for three substance abuse clinical trials 

Characteristic HELP (n=470) ASAP (n =341) ADHERE (n =350) 

Sex % 
Male 76 71 79 
Female 24 29 21 

Mean age (years) 36 44 41 

Race % 
Black 46 45 44 
White 37 39 33 
Other 11 7 23 

Language % 
Spanish 8 5 18 
Other 3 1 2 

Professional job % 8 15 14 
Unskilled job % 25 21 26 
Education (2:9 years) % 95 94 87 
Physical health (PCS·) median (range) 48.9 (14.1 -74.8) 37.1 (17.8 - 61.9) 45.5 (16.2 - 70.9) 
Mental health (MCS b) median (range) 28.6 (6.8 - 62.2) 40.2 (10.6 - 68.1) 39.4 (0.2 - 73.0) 
Homelessness % 47c 25d 29c 

Alcohol usee % 85 100 42 
Drug user % 83 46 46 

• Physical Component Summary.
 
b Mental Component Summary.
 
c Homeless = 2: 1 night in the past 6 months.
 
d Homeless = 2: 1 night in the past 3 months.
 
e Alcohol use =any alcohol in the past 30 days.
 
f Drug use =cocaine. marijuana or heroin use in past 30 days.
 

2.2.2. Proportion of research subjects excluded due to 
cognitive impairment 

In each study we calculated the proportion of subjects 
excluded from study participation due to cognitive impairment 

(B)
All Potential 

Subjects 

(A) Eligible Based on all 
criteria, but MMSE yet 

to be administered 

(C) 

defined as MMSE score <21 (Fig. 1). In the screening process of 
all three studies, theMMSE was administered only after all other 
entry criteria were satisfied. This allowed for the identification 
of a cohort of subjects eligible for study participation based on 

Might have 
enrolled 

(Y)=(GIE)OD 

Eligible Based on 
all criteria 

(E) 

(G) 

Fig. I. Proportion of research subjects excluded due to cognitive impairment. This diagram depicts the progression of screened SUbjects from initial contact, through 
possible exclusion based on a number of criteria to enrollment. This diagram also illustrates the derivation of the estimate of cognitively impaired subjects who might 
have enrolled had the mini-mental state examination (MMSE) not been used (Y). 
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all other entry criteria except for cognitive impairment (Fig. 1D). 
With this group as the numerator (Fig. 1D) and the denominator 
being the total number of individuals screened (Fig. 1A), the pro
portion of subjects excluded only due to cognitive impairment 
was calculated (Fig. lOlA). 

We also calculated an estimate of the number of cognitively 
impaired subjects who would have participated in our studies had 
the MMSE score of <21 not been an exclusion criterion. For 
each study we calculated the observed enrollment percentage 
of eligible subjects; the number enrolled divided by the num
ber eligible (Fig. 1GIE). The number of subjects excluded due 
only to MMSE <21 (Fig. 10) was multiplied by this enroll
ment percentage (Fig. 1GIE) to identify a cohort of cognitively 
impaired individuals who might have enrolled (Fig. 1Y). These 
cognitively impaired individuals were then added to the num
ber of subjects who did enroll (Fig. 1Y + G). The percentage of 
enrolled participants that would have had a MMSE score of <21 
was calculated by dividing the number of cognitively impaired 
who might have enrolled (Fig. 1Y) by all estimated enrollees 
(Fig. I Y + G). 

2.2.3. Completion of-follow-up analysis 
A multivariable logistic regression analysis of the association 

of MMSE score with the completion of a follow-up interview 
was completed for the HELP and ASAP studies. This regression 
was not possible in the ADHERE study, as almost half of the 
enrolled subjects also participated in an intervention study that 
altered the number and nature of the follow-up sessions. For all 
analyses, a two-sided p < 0.05 was considered to be statistically 
significant. 

Follow-up was coded as a dichotomous variable. Those who 
participated in at least one follow-up encounter were classified 
as having follow-up. Those with no follow-up research interview 
were classified as lost to follow-up. The independent variable, 
MMSE score, was entered as a continuous variable from 21 to 30. 
Covariates in this analysis included gender, age, race/ethnicity, 
language, education level, occupation, randomization group and 
the physical component summary (PCS) and mental compo
nent summary (MCS). These covariates were chosen based on 
suspected clinical importance or their association with the out
come in bivariate analyses. Race/ethnicity was defined as white, 
black, Hispanic and other. Language was English, Spanish and 

other. Education level was defined as 0-8 or 9 years or greater 
completed. Occupation was defined using Hollingshead occu
pational categories (Hollingshead, 1976). Randomization group 
indicated whether or not the subject was assigned to receive 
the study intervention. The PCS and MCS are 100 point scales 
derived from the eight scales of the SF-36 (HELP Study) and the 
SF-12 (ASAP Study), generic multi-dimensional health status 
measures (Ware and Sherbourne, 1992). 

3. Results 

3.1. Proportion of research subjects excluded due to 
cognitive impairment 

Across all three studies, 171 (58 for HELP, 86 for ASAP and 
27 for ADHERE) of 10,791 screened persons were ineligible 
based only on a MMSE score of <21. Combining all three stud
ies, the percentage of screened subjects excluded due only to 
a MMSE score of <21 was 1.7%, (2.8% for HELP, 1.1 % for 
ASAP, 3.0% for ADHERE). 

In the three studies a total of 1161 subjects enrolled (470 in 
HELP, 341 in ASAP and 350 in ADHERE). Overall, the percent
age of eligible persons who enrolled was 70% (73% for HELP, 
65% for ASAP and 79% for ADHERE). Based on these percent
ages of eligible subjects who enrolled, 119 of the 171 ineligible 
persons (42 for HELP, 56 for ASAP and 21 for ADHERE) might 
have consented and enrolled had the MMSE not been adminis
tered. These 119 subjects would have represented 9.3% of all 
enrolled subjects (8.2% for HELP, 14.1% for ASAP and 5.7% 
for ADHERE) (Fig. I, Table 2). 

3.2. Completion offoLlow-up analysis 

In the HELP and ASAP studies, 85 and 90% of subjects 
completed at least one follow-up interview, respectively. In a 
multivariable logistic regression, cognitive function, as mea
sured by the MMSE, was significantly and positively associated 
with completion of follow-up in the HELP study (adjusted odds 
ratio 1.15,95% confidence interval 1.02-1.30) (Table 3). Addi
tional significant variables included race/ethnicity and Spanish 
language. However, cognitive function was not significantly 
associated with completion of follow-up in the ASAP study 

Table 2 
Impact of the use of mini-mental state examination (MMSE) score as an exclusion criterion on enrollment in three substance abuse clinical trials 

HELP ASAP ADHERE 

Screened individuals 2062 7824 905 
Ineligible persons due only to MMSE <21 (% of screened individuals) 58 (2.8%) 86(1.1%) 27 (3.0%) 
Eligible persons 642 524 444 
Enrolled persons (% of eligible) 470 (73%) 341 (65%) 350 (79%) 
Number of cognitively impaired persons who might have enrolled had MMSE <21 42b (8.2%)C 56b(14.1%)C 21b (5.7%)C 

not been used as exclusion criteria (% who might have been enrolled)'. 

a Calculation based on extrapolation from the actual percentages of eligible persons enrolled. 
b Number of cognitively impaired persons who might have enrolled had MMSE <21 not been used as exclusion criteria = (% eligible patients who enrolled) x (no. 

of ineligible screeners due only to a MMSE <21). 
C Percent of cognitively impaired persons who might have enrolled had MMSE <21 not been used as exclusion criteria = (no. of cognitively impaired persons who 

might have enrolled had MMSE <21 not been used as exclusion criteria)/(no. of cognitively impaired persons who might have enrolled had MMSE <21 not been 
used as exclusion criteria + no. of enrolled persons). 
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Table 3 

A multivariable logistic regression analysis of the association of mini-mental state examination score with the completion of any follow-up interviews in two substance 
abuse clinical trials 

HELP study (n =470) ASAP study (n =330)" 

Characteristic 

MMSE score (range 21-30) 
Randomization to the intervention group 
Age (years) 

Race/ethnicity" 
White 
Hispanic 
Other 

Language" 
Spanish 
Other 

Professional job 
Unskilled job 
Education (~9 years) 
Mental health-related quality of life 
Physical health-related quality of life 

Adjusted odds ratio" (95% 
confidence interval) 
1.15' (1.02-1.30) 
1.65 (0.95-2.90) 
1.03 (0.99-1.07) 

0.25' (O.13-M7) 
0.12' (0.04-0.40) 
0.74 (0.17-3.27) 

6.06' (1.39-26.40) 
0.31 (0.06-1.49) 
0.96 (0.30--3.01) 
0.89 (0.46--1.70) 
0.87 (0.21-3.63) 
0.98 (0.95-1.00) 
0.99 (0.96--1.01) 

Adjusted odds ratio" (95% 
confidence interval) 

1.0 I (0.86-1.20) 
0.51 (0.23-1.14) 
1.03 (0.99-1.07) 

0.66 (0.28-1.57) 
1.31 (0.14-12.29) 
1.74 (0.21-14.7) 

0.26 (0.02-3.19) 
>999.999 (N/A) 

0.52 (0.19-1.4) 
1.18 (0.4-3.45) 

<0.001 (N/A) 
0.96' (O.93-{).99) 
1.00 (0.96-1.04) 

MMSE: mini-mental state examination. 
a n =all subjects available for analysis. 
b Adjusted for all covariates listed in the table. 
c Relative to African American. 
d Relative to English. 
, p<0.05. 

(adjusted odds ratio 1.0I, confidence interval 0.86-1.20) with 
the only significant variable being MCS (Table 3). 

4. Discussion 

By screening for cognitive impairment with the MMSE, a 
small but substantial number of people were excluded from par
ticipation in three large prospective studies that assessed over 
ten thousand people for eligibility. Among subjects who did 
enroll in these studies, cognitive impairment was associated with 
decreased follow-up in one trial. 

The impact of using the MMSE to exclude subjects from 
clinical research studies has not been well described. Our data, 
however, demonstrate that for three considerably different alco
hol and drug-affected populations - residential detoxification, 
medical inpatients, and HIY-infected adults - the percentage 
of screened patients excluded from study participation due to 
MMSE scores <21 is similar and substantial. These results sug
gest that among persons otherwise eligible to enroll in a wide 
range of substance abuse studies, screening will identify indi
viduals with cognitive impairment. 

An important consideration in using the MMSE as an exclu
sion criterion is the impact on the time it takes to fully recruit a 
study cohort. Our work demonstrates differential impact across 
the three studies. In the ASAP study, the research team might 
have enrolled 56 individuals excluded based on a low MMSE 
score; an increase of 14.1% in the number of study subjects. 
For the ADHERE study, the research team might have enrolled 
21 additional individuals, an increase of only 5.7%. Therefore, 
using a low MMSE score as an exclusion criterion likely slowed 
reaching full enrollment more in ASAP than ADHERE. 

Previous studies have noted that subjects lost to follow-up 
were younger, heavier drinkers and less educated (Edwards and 
Rollnick, 1997; Mackenzie et al., 1987). Recent studies have 
shown decreased treatment retention among more cognitively 
impaired substance abusers (Teichner et al., 2002; Aharonovich 
et al., 2003). In our analyses, higher MMSE score was signifi
cantly associated with completion of follow-up in one of the two 
studies examined. These differential findings may be due to the 
populations' characteristics, suggesting that the effect of cogni
tive function on follow-up will differ across studies. We found 
effects in a study of subjects with alcohol, heroin or cocaine 
dependence but without acute medical illness who had been 
enrolled during an residential detoxification stay. But in medical 
inpatients with unhealthy alcohol use, cognitive function did not 
impact follow-up. Our data demonstrate that for certain popula
tions a brief cognitive function assessment tool can help identify 
patients more likely to drop out of research studies. 

We also speculate that the MMSE could assist in screen
ing research subjects to identify those likely to have impaired 
capacity to provide informed consent. The MMSE has been 
shown to reliably identify those without capacity to provide 
informed consent, though it has not been studied specifically 
in substance abuse study populations (Pucci et al., 2001). Until 
further research is completed, use of the MMSE to exclude 
cognitively impaired individuals may help to protect potential 
substance abuse study subjects at risk for making uniformed 
decisions regarding their research participation. 

While the examination of the MMSE across three very differ
ent substance abuse research populations with a large number 
of both potential subjects screened and study participants is a 
strength of this investigation, there are several limitations. A 
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portion of the analysis rests on the assumption that impaired 
subjects would enroll in clinical research in similar proportions 
to unimpaired subjects. There are no published data to indicate 
that subjects with low MMSE scores would make different deci
sions regarding enrollment in research studies. It is conceivable, 
though that impaired subjects, particularly those with insight 
into their limitations, would choose not to enroll in cognitiveiy 
demanding interventions, such as in ourresearch trials. Given the 
lack of data around this issue, our findings could be considered 
an upper bound calculation of the impact on subject enrollment. 

Another limitation of the analysis was that we studied only 
one approach to identifying cognitive impairment, the MMSE. 
The MMSE is a well-established and validated brief cognitive 
screening tool, but there are a number of other similar tools. It 
is possible that a different cognitive exam would more specifi
cally identify types of patients who would be lost-to-follow-up 
or identify patients that do not provide meaningful informed 
consent (Grisso et al., 1997). 

The follow-up analysis was limited in that subjects with 
moderate to severe cognitive impairment, MMSE <21, were 
excluded. As a result, we were not able to definitively show that 
follow-up would continue to decline for patients with MMSE 
scores of less than 21 in the HELP study. However, since the 
MMSE measures cognitive function on a continuum, it is likely 
that lower scores would also be associated with loss to follow
up. Another important question not answered by our study was 
whether people with cognitive dysfunction defined by MMSE 
score <21 are capable of providing informed consent. The con
servative approach, however, with such vulnerable cohorts might 
be to exclude these patients from participating in human subjects 
research. 

Finally, our study was only able to provide information on 
all individuals screened. Data for individuals who chose not to 
enroll, who were screened out at earlier stages and in particular 
who were excluded due to MMSE score might have yielded 
further significant findings. 

Despite these limitations, our findings are consistent with 
previous substance abuse treatment studies (Aharonovich et al., 
2003; Donovan et al., 1984; Gregson and Taylor, 1977; Teichner 
et al., 2002; Walker et al., 1983). Whether or not the MMSE 
should be used to exclude research subjects may depend upon 
whether one is performing an efficacy or effectiveness study 
(Tunis et al., 2003). Evaluation of a substance abuse interven
tion in which some small percentage of patients were cognitively 
impaired would not allow a true determination of the efficacy of 
an intervention requiring a certain level of cognitive processing. 
Including these cognitively impaired patients, however, might 
more accurately assess an intervention's effectiveness and gen
eralizability to real-world substance abuse populations. 

Our data demonstrate the feasibility and argue for the ben
efit of including a brief cognitive exam as a part of screening 
protocols for substance abuse research. Without a screening 
tool, a small minority of cognitiveiy impaired subjects will 
be included in research studies with possible implications for 
follow-up and informed consent. While our study does not argue 
that the MMSE is the best tool for this purpose, our study indi
cates that it can identify a small cohort of impaired potential 

research subjects. Widespread use of MMSE scores as exclu
sion criteria might better guarantee research quality and better 
protect vulnerable patients from inappropriate study participa
tion. Furthermore, without assessing cognitive status, clinical 
researchers lose an opportunity to identify subjects at risk for 
being lost to follow-up. 
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Pharmacological interventions for smoking cessation are typically evaluated using volunteer samples
(efficacy trials) but should also be evaluated in population-based trials (effectiveness trials). Nicotine
replacement therapy (NRT) alone and in combination with behavioral interventions was evaluated on a
population of smokers from a New England Veterans Affairs Medical Center. Telephone interviews were
completed with 3,239 smokers, and 2,054 agreed to participate (64%). Participants were randomly
assigned to one of four conditions: stage-matched manuals (MAN); NRT plus manuals (NRT � MAN);
expert system plus NRT and manuals (EXP � NRT � MAN); and automated counseling plus NRT,
manuals, and expert system (TEL � EXP � NRT � MAN). Assessments were completed at baseline,
10, 20, and 30 months. The point prevalence cessation rates at final follow-up (30 months) were MAN,
20.3%; NRT � MAN, 19.3%; EXP � NRT � MAN, 17.6%; and TEL � EXP � NRT � MAN, 19.9%.
Stage-matched manuals provided cessation rates comparable with previous studies. The addition of NRT,
expert system interventions, and automated telephone counseling failed to produce a further increase in
intervention effectiveness.

Keywords: effectiveness trial, expert system, nicotine replacement therapy, smoking cessation, telecom-
munications

Of the people alive in the world today, 500,000,000 are pre-
dicted to die from the use of tobacco, with an average loss of 10
years of life (Peto & Lopez, 1990). Consequently, 5 billion years
of human life will be lost because of one behavior. A breakthrough
in developing an intervention with even a modest impact on
populations of smokers could prevent millions of premature deaths
and billions of lost years of life.

Transdermal nicotine replacement therapy (NRT or the “patch”)
has been one of the most widely studied and most frequently used
smoking cessation interventions. Multiple trials have supported the
efficacy of this intervention (Fiore, Smith, Jorenby, & Baker, 1994;
Hughes, Shiffman, Callas, & Zhang, 2003; Po, 1993; Silagy, Mant,
Fowler, & Lodge, 1994; Tang, Law, & Wald, 1994). However, the
vast majority of clinical trials to date have been efficacy trials (i.e.,
studies that involve highly select volunteer samples). A recent epide-
miological study found no evidence supporting NRT in reducing
smoking rates at the population level (Pierce & Gilpin, 2002). Other
general population studies have not supported this finding (Alberg et
al., 2004; Hasford, Fagerstrom, & Haustein, 2003; Miller et al., 2005).

To promote general implementation of an intervention and
resolve these conflicting results, an effectiveness trial can provide
critical empirical support. A particular strength of effectiveness
trials is the attempt to recruit a representative sample from a
defined population, allowing an inference of the generalizability of
the results to similar populations. The aim of this study was to
perform an effectiveness trial of NRT in combination with three
low-cost behavioral therapies (manuals, tailored expert system
interventions, and an automated counseling intervention). Proac-
tive recruitment was used to recruit a large proportion of a defined
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population of smokers. We also conducted an extended follow-up
to assess the sustainability of the intervention.

The first goal of the study was to recruit a large proportion (i.e.,
� 75%) of the identified smokers in a defined population. The
second goal was to recruit a representative sample of the popula-
tion of eligible smokers on the basis of (a) demographic variables,
(b) smoking history, and (c) stage of change. The third goal was to
prepare the maximum proportion of the population for NRT use
through application of the behavioral interventions. In a general
population, a large proportion will not be ready to quit smoking
(Velicer et al., 1995) and, therefore, not likely to use the NRT
intervention. We anticipated that more than 40% of the sample
would receive NRT. The fourth goal was to maximize retention at
final follow-up (30 months), which we defined as more than 70%
of the sample. A fifth goal was to evaluate the differential effec-
tiveness of four combinations of behavioral and pharmacological
interventions.

The study was an additive (i.e., each condition adds a compo-
nent to the previous condition) four-group design with four assess-
ments (baseline, Month 10, Month 20, and Month 30). The first
intervention was the comparison condition used of stage-matched
manuals (MAN) only. The second intervention condition (NRT �
MAN) added NRT to the stage-matched manuals. The third inter-
vention condition (EXP � NRT � MAN) added expert system
tailored print reports (EXP) to MAN and NRT. The fourth inter-
vention condition (TEL � EXP � NRT � MAN) added auto-
mated telephone counseling (TEL) to MAN, NRT, and EXP. The
telecommunications system was developed for this study.

Effectiveness Versus Efficacy

Clinical trials are sometimes classified as efficacy trials or
effectiveness trials (Flay, 1986; Glasgow, Lichtenstein, & Marcus,
2003). The efficacy trial relies on a volunteer sample that is
randomly assigned to an intervention condition. In contrast, the
effectiveness trial attempts to recruit a large representative propor-
tion of a target population, which is similarly randomly assigned to
an intervention condition. One of the advantages of an effective-
ness trial is that the impact of an intervention (Velicer & Di-
Clemente, 1993; Velicer & Prochaska, 1999) can be estimated.
Population impacts of programs are defined as the recruitment rate
times the efficacy rate. Producing high impacts begins with re-
cruiting large percentages of eligible populations. For example, if
80% of the population can be recruited for an intervention with an
efficacy rate of .10, the impact will be four times larger than an
intervention with an efficacy rate of .40 that recruits 5%.

Recruitment and Representativeness

The most common approach for recruitment in efficacy trials
has been a reactive approach, that is, subjects are informed about
the availability of an intervention program and must initiate con-
tact to participate. This volunteer sample is typically highly mo-
tivated to quit smoking and likely to adhere to the treatment
protocol. Volunteer samples are also more likely to be female,
White, and well educated (Prochaska, Velicer, Fava, Rossi, &
Tsoh, 2001). In contrast, effectiveness trials typically rely on a
proactive recruitment approach, that is, the subjects are contacted
directly and the services are offered to them. The samples should

reflect the general population. Two recent smoking cessation ef-
fectiveness studies (Prochaska, Velicer, Fava, Ruggiero, et al.,
2001; Velicer, Prochaska, Fava, Laforge, & Rossi, 1999) achieved
recruitment rates of 82% and 85%, and the samples were demo-
graphically similar to the defined population. In contrast, efficacy
studies typically recruit 1% to 5% of the population at best
(Schmid, Jeffrey, & Hellerstedt, 1989).

Generalizability

Beyond demonstrating the potential impact of an intervention,
effectiveness trials increase confidence in the generalizability of
the results (Prochaska & Velicer, 2004). Interventions are often
less efficacious in effectiveness trials than in efficacy trials. Sev-
eral reasons might explain these results: (a) Effectiveness trials
evaluate treatments in the settings where they will commonly be
applied, whereas efficacy trials employ optimal conditions; (b)
implementation in a real-world setting must employ available
personnel rather than personnel hired especially for the study; (c)
some part of the intervention costs may have to be borne by the
participants; (d) the intervention may be appropriate only for a
small proportion of the population; and (e) effectiveness trials have
a lower level of control over the timing of the intervention.

Method

Procedure

As a first step of proactive recruitment, approximately 33,962 letters
were sent to potential recruits who were listed as members of a large
northeastern U.S. Veterans Affairs Medical Center (VAMC). The letter
introduced the study as a collaboration between the University of Rhode
Island and the VA and informed the potential recruits about an upcoming
telephone survey. Informed consent materials for the phone survey were
included in the letter. VA members could return a postcard (postage
prepaid) to decline to be contacted for the phone survey. A total of 5,022
returned the refusal card (14.8%). (This was an unusually high number
compared with other studies and was attributed to the fact that many VA
members had alternative health care providers that were viewed as their
primary provider.) Approximately 2 weeks later, all members who did not
decline participation (passive consent) were screened for study eligibility
via a telephone survey. A total of 4,369 could not be contacted because of
nondeliverable mail, a nonworking phone number, currently residing out of
the country, or were deceased. Seventy-five were duplicate subjects. We
eliminated 2,011 members for health or language issues. A total of 1,429
could not be contacted in 15 attempts (answering machines, not home,
etc.), and the attempt to contact was terminated. A total of 2,664 were in
the calling queue when recruitment for the study was terminated. Of the
18,392 potential subjects, 3,332 refused to participate in the phone survey
when contacted (22.1%).

The screening survey was completed on a total sample of 15,060.
Screening continued until the total sample size required for the study was
recruited (N � 2,000). Any spouses of VAMC members who smoked were
also recruited. The eligibility criteria included self-identification as a
smoker who regularly smoked 10 or more cigarettes per day and, therefore,
met the requirements for using NRT. Subjects in the action or maintenance
stages were excluded.

After completing the survey, all eligible smokers were randomized by
computer-based random number generator to one of four intervention
conditions. The four intervention conditions were (a) MAN (Velicer, Rossi,
Ruggiero, & Prochaska, 1994), (b) NRT � MAN, (c) EXP � NRT �
MAN (Velicer et al., 1993), and (d) TEL � EXP � NRT � MAN
(Friedman, 1998; Friedman et al., 1996; Ramelson, Friedman, & Ockene,

1163EVALUATING NRT IN AN EFFECTIVENESS TRIAL



1999). Subjects were blinded to their treatment condition until they re-
ceived the first intervention material; thus, awareness of the treatment
condition could not influence the readiness for study participation. How-
ever, subjects were aware that several of the possible treatment conditions
included NRT and that up to four follow-up assessments by telephone were
scheduled over the following 30 months. All subjects were assessed at
baseline, Month 10, Month 20, and Month 30. The survey center staff was
blind to treatment condition. Two groups (EXP � NRT � MAN and
TEL � EXP � NRT � MAN) received a limited additional assessment at
Month 6 only on those variables needed to generate the expert system
progress report.

Recruitment

A total of 3,239 smokers were identified as eligible and completed the
full assessment during the telephone survey. Of this group, 324 subjects
(10%) declined any further participation in the study after completing the
initial phone survey; they are defined as the “survey-only” group. Written
informed consent materials were mailed to the 2,915 subjects (90%) who
provided verbal informed consent during the telephone survey. Up to 15
telephone contacts were made to participants who did not return the signed
informed consent within a 2-month period. Overall, 861 subjects (29.5%)
failed to return their written informed consent after having given verbal
consent during the telephone interview (“verbal-consent” group). The
remaining 2,054 smokers (63.4% of all eligible subjects) who sent back
their written consent form constitute the “full-consent” group (see Figure
1). All information for the study was completely confidential.

Measures

The baseline assessment was completed on all subjects in all four groups
and included sociodemographic variables, smoking history, and history of
NRT use. Also included were the variables of the Transtheoretical Model
(TTM) for smoking cessation: stages of change, 10 processes of change
(Prochaska, Velicer, DiClemente, & Fava, 1988), pros and cons or deci-
sional balance (Velicer, DiClemente, Prochaska, & Brandenberg, 1985),
and situational temptations (Velicer, DiClemente, Rossi, & Prochaska,
1990). These measures were used to generate the expert system progress
reports in the EXP � NRT � MAN and TEL � EXP � NRT � MAN
groups. The stage variable was needed for the manuals in all four groups.

Three primary outcome measures (24-hr point prevalence, 7-day point
prevalence, and 6-month prolonged abstinence) were assessed on the last
three occasions (Months 10, 20, and 30). Because self-report is extremely
accurate in a low-demand study like this, no biochemical validation was

performed (Benowitz et al., 2002; Glasgow et al., 1993; Patrick et al.,
1994).

NRT Readiness

The design of the study was to provide NRT only to smokers judged to
be ready for use in the immediate future. The decision to provide NRT was
based on the smokers’ stage of change and their decisional balance at
baseline, Month 6, and Month 10 assessments. We projected that the
baseline distribution would be 40% in precontemplation, 40% in contem-
plation, and 20% in preparation. The smokers in preparation and smokers
in contemplation who had more pros of quitting than cons of smoking were
immediately provided with NRT. On the basis of previous studies, we
estimated that 25% would receive NRT at baseline. The remaining smokers
were provided with intervention materials designed to promote stage
movement and, therefore, eligibility for NRT. We estimated that 10%
would receive NRT after the 6-month assessment and an additional 5%
after the 10-month assessment, for a total of 40% of the smokers in the
three NRT-eligible groups.

Interventions

MAN. The MAN group received the stage-based self-help manuals
(Velicer et al., 1994) following baseline contact. The manuals inform users
about their particular stage of change and the processes they can use to
progress to the next stage. On the basis of their baseline assessment scores,
treatment participants were sent the manual matched to their current stage
of change and the stage beyond their current stage. Each smoker in each
different stage at baseline received the same package of materials; the only
difference was the number of manuals received on each occasion. This was
viewed as representing a minimal intervention condition. This group served
as a comparison group for the other three groups.

NRT. The NRT group received the stage-based self-help manuals
following baseline contact. Those subjects for whom NRT was appropriate
(preparation stage or contemplation stage with pros � cons) also received
NRT. Six months after the initial assessment, the subjects who received
only the manuals were recontacted. If they had progressed, NRT was
provided. At the Month 10 assessment, subjects who had not received NRT
were reevaluated, and those who had progressed received NRT. Subjects
who received NRT at one of the early assessments but had relapsed
received a second NRT intervention. The patch used was the 16-hr/15-mg
patch (Nicotrol) with a 6-week course of treatment. The company provided
the NRT replacement therapy at cost.

EXP. The third group (EXP � NRT � MAN) received the stage-based
manuals, one expert system feedback report, and NRT when indicated. The
expert system report provided feedback on the basis of normative compar-
isons. The 14 variables of the TTM were assessed as part of the baseline
interview, and the responses of each subject were compared with peers in
the same stage who were successful in progressing to the next stage.
Detailed descriptions of this intervention are available elsewhere (Velicer
et al., 1993; Velicer & Prochaska, 1999; Velicer, Prochaska, & Redding,
2006). Participants for whom NRT was not appropriate at baseline were
reassessed at Month 6 and again at Month 10. If they had progressed, they
were provided with NRT at that time.

TEL. The fourth group (TEL � EXP � NRT � MAN) received the
stage-based manuals, the expert system progress report at baseline, and
NRT. In addition, they received regular telecommunications contacts via
an automated counseling intervention. The interactive telecommunications
system was developed for this study and employs a series of prerecorded
voice files assembled in the form of a conversation that is tailored to the
responses of the smoker. The telecommunications contacts served to both
complete the assessment of progress on the 14 TTM variables and provide
instant automated feedback. Material similar to that in the written para-
graphs of the expert system progress reports was presented during the call

Survey Only
Active Non-particpants
Declined Participation

N = 324

Verbal Consent Only
Passive Non-participants

No Signed Consent
N = 861

Accepted
Participation

N = 2915
[90% of Eligible]

Sample of Eligible
Smokers Interviewed
[10 + cigarettes/day]

N = 3239

Full Con
Participa

Returned Sign
N = 2054 (63.4%

sent
nts

ed Consent
 of Eligible)

Figure 1. Flowchart for recruitment of eligible smokers classified as one
of two nonparticipant groups (survey only and verbal consent only) or the
participant group (full consent).
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and reproduced verbally. To limit the length of the call to 15 to 20 min, two
telecommunications calls were needed to cover the same material as a
single progress report. The responses to the assessment questions were
entered using the telephone keypad.

There were two different frequency rates for the telecommunication
contacts. In each case, the smoker was free to initiate additional contacts at
any time and for as many times as desired. However, if a participant did not
call in a set period, proactive calls were initiated automatically. The lean
contact rate was monthly and applied to those smokers who had not
received NRT (precontemplators, contemplators with pros � cons). The
dense contact rate applied to smokers who received NRT and was weekly
for the first month, biweekly the second month, and monthly for Months
3–6. The two rates of contact were used because we have observed that
early-stage smokers change more slowly and are more likely to develop
reactance against the intervention when pressed too hard. In each case, the
rate automatically changed from lean to dense for any smoker who pro-
gressed and received NRT.

The total length of contact was designed to be 6 months. However, for
those smokers who progressed to NRT status later in the study or at the
Month 10 assessment, the telecommunications option was available for a
2-month period after receiving NRT.

Results

Sample

A total of 2,054 smokers participated in the study. Table 1
presents the demographic characteristics and stage of change for
each group and the total sample. The average age was 50.5 years
(SD � 11.0), and 77% were men. The mean education level was
13.0 years (SD � 2.5), 48.2% were currently married, and the
sample was predominantly White (89.4%). Compared with the
general population of smokers (Hughes, 2004), the sample in-
cluded a larger proportion of White non-Hispanics (89.4% vs.
77.9%), men (77.0% vs. 52.6%), and was older (50.5 years vs. 40.8
years). For those who shared a household, 57.6% lived with
another smoker. The stage distribution included fewer smokers in
precontemplation and more smokers in preparation than other
population-based samples (Velicer et al., 1995; Velicer,
Prochaska, Fava, et al., 2006): Distributions for five U.S. samples
are approximately 40% in precontemplation, 40% in contempla-
tion, and 20% in preparation. As a randomization check, tests of
significance ( p � .01) were performed to determine whether there
were any differences between the four groups. All tests were
nonsignificant.

Table 1 also presents the comparison of the four groups on
smoking history and NRT use. As a randomization check, tests of
significance ( p � .01) were performed to determine whether there
were any differences between the four groups. All tests were
nonsignificant. The average number of cigarettes smoked per day
was 24.5, and the time to first daily cigarette was 35.3 min. The
sample demonstrated significant quitting activity (M � 2.5 quit
attempts during the past year), and 48.9% reported having previ-
ously used NRT, many in the past year (45.6%).

Velicer et al. (2005) provided a detailed comparison of the
characteristics of the group that participated in this study and two
groups of nonparticipants. The participants (full consent) differed
significantly from both nonparticipant groups (survey only and
verbal consent only). Participants were more likely to be married,
young, female, living with others, and to have used NRT previ-
ously or considered using NRT. The survey-only group was more

likely to be in precontemplation (54%), whereas the full-consent
group was more likely to be in contemplation (46%) or preparation
(35%). The recruitment procedure resulted in a sample that was not
completely representative of the sample of smokers.

Retention

Attrition was classified as lost to follow-up or refused. The
overall retention rate at the Month 30 assessment was 61% (1,249/
2,054). There were no significant differences between the four
groups (see Figure 2). The overall refusal rate was 8.1%.

Preparation for NRT

The proportion of the sample that received NRT on each of the
three assessment occasions for each of the groups that were NRT
eligible was higher than predicted. We initially estimated that 40%
of the sample in the three conditions would receive the interven-
tion. The proportion receiving NRT was 80% in NRT � MAN,
77% in EXP � NRT � MAN, and 79% in TEL � EXP � NRT �
MAN. There was no significant difference between the three
groups (see Figure 3). There were no adverse events reported.

Comparison of Treatment Conditions

Table 2 presents the results for three outcome measures (24-hr
point prevalence, 7-day point prevalence, and 6-month prolonged
abstinence) assessed on the final three occasions (Month 10,
Month 20, and Month 30). The same pattern of results was ob-
served for all three measures as would be expected given the
extremely high correlation between the measures (Velicer &
Prochaska, 2004). In this section, we focus on 24-hr point preva-
lence (see Figure 4) because it is the most sensitive outcome
measure (Velicer, Prochaska, Rossi, & Snow, 1992).

The SAS PROC GENMOD (SAS Institute, 1997) procedure
was used to perform the GEE analyses for the point prevalence
outcome data. This analytic model included parameter estimates
for the intercept, treatment effects (MAN, NRT � MAN, EXP �
NRT � MAN, TEL � EXP � NRT � MAN), temporal effects at
each follow-up assessment (Month 10, Month 20, and Month 30),
and a term for the patterns of missing data (“missing”). The
intention-to-treat analysis was conducted on the entire sample of
2,054 subjects identified as at risk for smoking and randomized to
condition, including individuals with missing data for one or more
of the follow-up time points. One parameter beyond the intercept
was significant: time ( p � .01). For the analysis of the time
effects, the Month 10 assessment served as the referent because all
respondents were smoking at baseline. The significant time effect
indicates that there were small treatment effects over time between
Month 10 and Month 20, �2(1) � 3.28, p � .10, and big effects
between Month 10 and Month 30, �2(1) � 20.21, p � .0001.
Overall smoking cessation rates increased from Month 10
(13.25%) to Month 20 (15.67%) and again to Month 30 (19.30%).
Different patterns of missing data were modeled. The missing data
parameter and the interactions of the missing data parameter and
intervention parameters were not significant.

We used all available data at each assessment (“available”).
Given the results of the GEE missing data analysis, this approach
is appropriate for this study. Table 3 presents the 24-hr point
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prevalence estimates for four different missing data mechanisms
(complete case, available, expectation maximization [EM], and
intention to treat). The method labeled “intention to treat” repre-
sents the widely employed ad hoc procedure in which the status of

smoker is assigned for all missing observations. This procedure
makes the unreasonable assumption that smoking status is the only
reason that an observation is missing and leads to extreme distor-
tions of the data when an extended follow-up is employed (Hall et

Table 1
Comparison of Four Intervention Groups on Demographic, Nicotine Replacement Therapy (NRT), and Smoking History Variables

Variable

Intervention group

MAN (n � 523)
NRT � MAN (n �

522)
EXP � NRT � MAN

(n � 509)
TEL � EXP � NRT
� MAN (n � 500) Total (N � 2,054)

% M SD % M SD % M SD % M SD % M SD

Stage
Precontemplation 19.12 17.62 19.65 19.00 18.84
Contemplation 46.85 43.49 47.15 46.40 45.96
Preparation 34.03 38.89 33.20 34.60 35.20

Gender
Men 78.78 77.59 75.64 75.80 76.97

Race/ethnicity
White 89.87 91.35 88.58 87.53 89.36
Black 4.59 4.23 6.30 5.23 5.08
Asian 0.00 0.00 0.39 0.20 0.15
Native American 1.15 1.73 1.77 1.81 1.61
Other 4.40 2.69 2.95 5.23 3.81

Hispanic
Yes 3.08 0.96 2.55 2.40 2.25

Marital status
Married 50.10 49.33 47.05 46.09 48.17
Living with partner 9.56 11.95 10.04 9.62 10.30
Not married 12.43 12.33 14.37 16.23 13.81
Separated 5.93 5.39 5.51 4.21 5.27
Divorced 18.16 18.11 18.70 20.64 18.89
Widowed 3.82 2.89 4.33 3.21 3.56

No. in household
1 21.31 22.20 23.61 21.13 22.06
�2 78.69 77.80 76.39 78.87 77.94

Other smoker in household
No 44.01 43.18 44.42 38.11 42.44
Yes 55.99 56.82 55.58 61.89 57.56

Age (years) 50.52 10.55 50.89 10.11 50.6 10.62 49.93 10.7 50.49 10.5
Education (years) 12.98 2.72 12.98 2.36 13.16 2.49 13.1 2.42 13.05 2.5
Ever used NRT?

Yes 50.19 51.44 46.17 47.60 48.88
No 49.81 48.56 53.83 52.40 51.12

Used for recommended time?
Yes 42.86 40.84 38.70 39.15 40.45
No 57.14 59.16 61.30 60.85 59.55

Used NRT in past year?
Yes 45.00 45.52 45.53 46.64 45.65
No 55.00 54.48 54.47 53.36 54.35

Ever considered using NRT?
Yes 66.28 68.11 67.65 72.52 68.64
No 33.72 31.89 32.35 27.48 31.36

Quit attempts in past 3
months (n)

1.19 2.08 1.45 2.36 1.21 2.03 1.15 2.05 1.25 2.14

Quits in past 12 months (n) 2.46 3.01 2.75 3.16 2.49 3.03 2.25 2.87 2.49 3.02
No. cigarettes smoked per

day
25.18 12.87 24.55 12.96 24.31 11.39 23.85 12.74 24.48 12.51

Length of last quit attempt
(days)

356.32 693.13 323.71 654.7 335.93 649.72 323.24 618.73 334.94 654.68

Days without smoking in
past year (n)

19.38 54.00 15.80 39.51 12.93 35.60 15.92 40.79 16.02 43.13

Time until first daily
cigarette (minutes)

31.43 49.85 36.84 66.05 33.35 58.54 39.71 85.27 35.29 66.04

Note. MAN � stage-matched manuals; EXP � expert system intervention; TEL � telecommunications.
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al., 2001). The complete case procedure (i.e., only participants
whose data are available on each occasion) is another widely
employed ad hoc procedure that is reasonable only when the
observations can be assumed to be missing at random. The EM
algorithm is one recommended statistical procedure for accurately
estimating parameters in the presence of missing data and provides
a maximum likelihood estimate of the parameters using all avail-
able data to estimate the missing values (Schafer & Graham,
2002). The same pattern of results was observed for all four
methods.

Discussion

The overall results of the study demonstrate that a large per-
centage of a defined sample can be recruited to participate in a
smoking cessation study. The overall recruitment rate (63.4%) was
lower than comparable studies using the same method. The sample
was less representative of the defined population than expected,
with an underrepresentation of early-stage smokers. The retention
rate of 61% at Month 30 was lower than expected. The proportion
of the sample that received NRT was very large (80%), perhaps as
a result of the failure to recruit early-stage smokers. All four
interventions were equally effective, resulting in an almost 20%
reduction in smoking at the final assessment. However, there were
no differences between the four intervention conditions, and the
absence of a control group limits our ability to conclude that any
of the interventions were effective.

Manuals

Manuals are sometimes used to represent a minimal or no-
intervention condition. In this case, stage-based manuals represent

an active treatment condition. In previous research (Prochaska,
DiClemente, Velicer, & Rossi, 1993), stage-matched manuals out-
performed standard manuals (18.5% cessation rate at 24 months
vs. 11%). A similar cessation rate (16.5%) was reported by Velicer
et al. (1999). In this study, the MAN condition resulted in a slightly
higher cessation rate than in previous studies (20.3% current vs.
18.5% in Prochaska et al., 1993, and 16.5% in Velicer et al., 1999).
The higher rate may be due to the longer follow-up in this study
(30 vs. 18 or 24 months).

NRT

The point prevalence cessation rate in the NRT condition pro-
duced cessation rates below the rates reported in efficacy studies.
The most direct comparison is the 10-month rate because most
previous efficacy studies fail to conduct an extended follow-up.
The rate at 10 months was 11.4% compared with 19.5% at Month
6 in a meta-analysis. There are no comparable extended outcome
data available for other NRT studies.

There are several potential explanations for the difference re-
ported in efficacy trials and our current estimate and the results of
over-the-counter (OTC or nonprescription) trials. First, only a
proportion of our sample received NRT (80%), and all smokers
receive NRT in efficacy studies. Second, there was no selectivity
and only limited contacts; therefore, the compliance rate was much
lower than expected in typical efficacy trials. Third, the VA
sample represents a unique sample that may represent a more
difficult challenge than the typical volunteer sample in an efficacy
trial. For example, subjects were not screened for comorbid con-
ditions, and the sample was older than most samples. However, a
more appropriate comparison is the recent meta-analysis on seven
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Figure 2. Retention rates for the four groups with dropouts classified as lost to contact or refusals. MAN �
stage-matched manuals; NRT � nicotine replacement therapy; EXP � expert system intervention; TEL �
telecommunications.
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studies of OTC NRT that reported a rate of 7% at 6-month follow-up
(Hughes et al., 2003). The reported rate of 7.3% is very similar.

Expert System Intervention

The point prevalence cessation rate (17.6%) at Month 30 was
below what would be expected on the basis of previous studies.
The expert system intervention alone, typically combined with
stage-tailored manuals, has resulted in cessation rates of 22–26%
at 18 or 24 months across seven studies (Velicer, Prochaska, &

Redding, 2006). The expectation was that the combination of NRT
and EXP would outperform EXP alone by about 7%. Instead, the
combination underperformed EXP alone from previous studies by
about 7%.

There are several potential explanations. The expert system
intervention used here departed from the usual three-report proto-
col, providing only a single expert system report. Velicer et al.
(1999) compared three reports and a single report and found no
significant difference. A second explanation is that the inclusion of
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Figure 3. Proportion of each group receiving nicotine replacement therapy (NRT) on each assessment
occasion. MAN � stage-matched manuals; EXP � expert system intervention; TEL � telecommunications.

Table 2
Point Prevalence and Prolonged Abstinence Measures for the Four Intervention Groups at Months 10, 20, and 30

Assessment

Intervention group

MAN
(n � 523)

NRT � MAN
(n � 522)

EXP � NRT � MAN
(n � 509)

TEL � EXP � NRT � MAN
(n � 500)

Total
(N � 2,054)

Month 10
24-hr point prevalence 12.1 11.4 15.3 14.4 13.3
7-day point prevalence 6.7 7.3 9.7 11.1 8.6
6-month prolonged abstinence 3.6 4.1 5.4 6.6 4.9

Month 20
24-hr point prevalence 15.1 12.8 17.7 17.3 15.7
7-day point prevalence 11.8 10.8 12.3 13.0 11.9
6-month prolonged abstinence 8.5 8.3 11.1 9.3 9.3

Month 30
24-hr point prevalence 20.3 19.3 17.6 19.9 19.3
7-day point prevalence 14.9 15.1 15.2 15.0 15.1
6-month prolonged abstinence 12.5 10.0 13.6 15.0 12.7

Note. All data entries represent percentage of abstinent participants. MAN � stage-matched manuals; NRT � nicotine replacement therapy; EXP �
expert system intervention; TEL � telecommunications.
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NRT resulted in overreliance on the pharmacological compo-
nent, resulting in a failure to engage in the necessary behavior
changes for successful cessation. This explanation gains some
support from the fact that the expert system did not demonstrate
the delayed treatment effects, that is, an increasing proportion
quitting after treatment is completed, which have been observed
with other stage-matched interventions. There was a slight
increase from Month 10 (15.3%), the end of intervention, to
Month 20 (17.7%), but no further increase occurred at Month 30
(17.6%). In contrast, the MAN condition went from 12.1% at
Month 10 to 15.1% at Month 20 to 20.3% at Month 30. Previous
reviews have reported that behavioral therapy and pharmaco-
therapy are likely to be more effective than pharmacotherapy
alone (Hughes, 1995). A third possible explanation is that this
was a unique sample that presents a more difficult challenge for
the intervention.

Telecommunications

The inclusion of the telecommunication intervention represents
a unique intervention that has not been evaluated previously in this
context. The study failed to provide evidence of added value for
this intervention. Telecommunication interventions have been ef-
fective with other behaviors, including adherence to medical pro-
cedures (Friedman et al., 1996), increasing exercise (King et al.,
2003; Pinto et al., 2002), and improving diet (Delichatsios et al.,
2001).

The effects of the telecommunication intervention are difficult
to evaluate in the context of the other interventions. As with the
EXP intervention, the inclusion of NRT could have resulted in an
overreliance on the pharmacological intervention. Some qualita-
tive utilization data indicate that subjects may have viewed the
TEL intervention as an option rather than an expectation. The
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Figure 4. Point prevalence smoking cessation for the four intervention conditions at baseline, Month 10, Month
20, and Month 30. MAN � stage-matched manuals; NRT � nicotine replacement therapy; EXP � expert system
intervention; TEL � telecommunications.
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utilization rates were lower than in other telecommunications
trials. Approximately 30% used the telecommunication on multi-
ple occasions, 30% used it on a single occasion, and the remaining
40% did not use it at all. A study evaluating TEL alone for
smoking is needed.

Limitations

The study has two important limitations. First, the inclusion of
a pure control group would have served to exclude the interpreta-
tion that none of the interventions was effective and that the
observed differences were the result of secular trends. The ob-
served quit rate was far in excess of the 2–5% that has been
observed in monitoring studies, but the population was unusual;
therefore, this explanation cannot be confidently excluded. Sec-
ond, the use of the VA sample represents both a strength and a
weakness. The sample is clearly in need of services. The VA
organization provided the opportunity to perform the proactive
recruitment. However, it is an unusual sample with a much higher
average age and higher rates of psychiatric problems and is pre-
dominantly male, which make generalization to other samples of
smokers difficult.

Future Directions

In this effectiveness trial with a defined population, NRT was
not more effective than stage-based manuals alone. Furthermore,
NRT was not more effective than manuals alone, regardless of
which behavioral interventions were combined with NRT.

We cannot determine the effects of NRT on EXP because EXP
alone was not tested. In previous trials, adding counselors to EXP
made no difference, even when the EXP alone was effective

(Prochaska et al., 1993; Prochaska, Velicer, Fava, Ruggiero, et al.,
2001). On the other hand, adding nicotine-fading computers (Life-
sign) to EXP was significantly less effective than EXP alone
(Prochaska, Velicer, Fava, Ruggiero, et al., 2001). We would
predict that EXP � NRT � EXP alone.

It is tempting to conclude that NRT is not effective with pop-
ulations of smokers. However, recent innovative applications of
NRT have been designed to use NRT to reduce the number of
cigarettes smoked in unmotivated smokers. These interventions
have produced significantly more cessation than did a control
condition (Carpenter, Hughes, Solomon, & Callas, 2004). This was
true for NRT reduction counseling and motivational interviewing
plus NRT. These results suggest that NRT may be effective with
populations of smokers when used innovatively to reduce smoking
rather than as historically applied to produce more immediate
cessation.

Conclusions

The study had five primary goals. The first goal was to recruit
a large proportion (75%) of the sample of identified smokers. The
study recruited 63.4% of the sample of identified smokers, which
is smaller than has been reported in other studies. However, the
initial rate of 90% was higher than in other studies. The focus in
the informed consent process on the potential use of NRT may
explain the lower and highly selective recruitment rate (Velicer et
al., 2005). Another potential explanation is the unique nature of the
sample of VA members.

The second goal was to recruit a representative sample of the
identified smokers. Several segments of the population were un-
derrepresented in the final sample, particularly smokers in the
precontemplation stage.

Table 3
Point Prevalence Abstinence Estimates (24 hr) for Four Treatment Groups at Months 10, 20, and 30 for Four Missing Data
Procedures

Group Procedure

Time

Month 10 Month 20 Month 30

n % n % n %

MAN Complete case 297 12.79 297 16.50 297 19.87
Available 447 12.08 364 15.11 335 20.30
EM algorithm 523 13.45 523 17.01 523 21.25
Intention to treat 523 10.33 523 10.52 523 13.00

NRT � MAN Complete case 273 11.36 273 12.45 273 16.12
Available 414 11.35 351 12.82 331 19.34
EM algorithm 522 13.55 522 14.73 522 22.30
Intention to treat 522 9.00 522 8.62 522 12.26

EXP � NRT � MAN Complete case 250 16.40 250 18.80 250 19.20
Available 411 15.33 333 17.72 302 17.55
EM algorithm 509 16.67 509 19.02 509 19.84
Intention to treat 509 12.38 509 11.59 509 10.41

TEL � EXP � NRT � MAN Complete case 241 15.77 241 18.67 241 21.16
Available 396 14.39 324 17.28 281 19.93
EM algorithm 500 15.31 500 18.64 500 21.53
Intention to treat 500 11.40 500 11.20 500 11.20

Note. Baseline predictors used were as follows: 24-hr quit in the past year, time to first daily cigarette, cigarettes per day in past week, gender, weight,
education, age, and stage membership. MAN � stage-matched manuals; NRT � nicotine replacement therapy; EXP � expert system intervention; TEL �
telecommunications; EM algorithm � expectation-maximization algorithm.
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The third goal was to prepare early-stage smokers for NRT and
deliver NRT to the maximum proportion of the sample possible.
This goal was exceeded. The NRT utilization rate was projected to
be 40%. The actual rate in the study was 80%. One explanation is
that the self-selection that occurred during recruitment produced a
sample that was more ready to use NRT.

The fourth goal was to retain 70% of the sample at long-term
follow-up. This study had one of the longest follow-up rates in any
NRT study and provides evidence of the extended effects of the
intervention. The retention rate at 30 months was 61%. This is
below the 70% at 24 months reported in comparable studies. The
lower retention rate is probably due to the additional 6 months
involved in this study.

The fifth goal was to examine the differential effectiveness of
NRT alone and in combination with three behavioral interventions.
No significant differences were observed between the four condi-
tions. Stage-matched manuals provided point prevalence cessation
rates comparable to two previous studies. The addition of NRT,
EXP, and TEL failed to produce a further increase in intervention
effectiveness.
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Readiness to Change in Primary Care Patients 
Who Screened Positive for Alcohol Misuse

ABSTRACT 
PURPOSE Readiness to change drinking may infl uence the content or effective-
ness of brief alcohol counseling. This study was designed to assess readiness 
to change and its relationship to alcohol misuse severity among primary care 
patients whose screening questionnaire was positive for alcohol misuse. 

METHODS This study was a cross-sectional analysis of data collected from 2 con-
secutive mailed questionnaires. Male outpatients at 7 Veterans Affairs (VA) gen-
eral medicine clinics were eligible if they returned both questionnaires, screened 
positive for alcohol misuse (augmented CAGE Questionnaire ≥1 point), responded 
to 3 readiness-to-change questions, and completed the Alcohol Use Disorders 
Identifi cation Test (AUDIT). A validated algorithm based on 3 standardized ques-
tions categorized participants into 3 readiness groups (precontemplation, con-
templation, action). Measures of alcohol misuse severity included AUDIT, CAGE, 
and the 3 consumption questions from the AUDIT (AUDIT-C). Analyses were 
descriptive; linear-by-linear associations between alcohol misuse severity and 
readiness were tested with �2 statistics.

RESULTS Response rates to the fi rst and second surveys were 59% and 55%, 
respectively. Of the 6,419 eligible outpatients who screened positive for alcohol 
misuse, 4,797 (75%) reported any readiness to change (contemplation 24%, 
action 51%). Among patients with AUDIT scores >8, more than 90% indicated 
that they drank more than they should and/or had contemplated drinking less. 
Greater readiness was signifi cantly associated with greater alcohol misuse sever-
ity (P <.001 for all measures). 

CONCLUSIONS Most primary care patients who screen positive for alcohol misuse 
indicate some readiness to change. Contrary to stereotypes of denial, those with 
greater alcohol misuse severity are more likely to report readiness to change. 

Ann Fam Med 2006;4:213-220. DOI: 10.1370/afm.542.

INTRODUCTION

Alcohol misuse is common and among the most costly public health 
problems in the United States.1,2 Brief counseling interventions 
reduce drinking in patients who screen positive for alcohol mis-

use.3 The US Preventive Services Task Force recommends routine alcohol 
screening in primary care settings and brief alcohol counseling for patients 
who screen positive for alcohol misuse.4 Though the exact content of 
brief alcohol counseling interventions evaluated in randomized trials has 
varied, these interventions typically include patient-centered assessment, 
individualized feedback and advice, agreement on a drinking goal, and 
follow-up.5 These interventions last approximately 5 to 15 minutes when 
delivered in primary care settings.6

As with counseling about other health behaviors, such as tobacco use, 
when clinicians counsel patients about drinking, the appropriate focus of 
the discussion and patients’ receptivity can depend on patients’ readiness 
to change.7-9 For example, the content of brief counseling should refl ect 
whether the patient recognizes his drinking is a problem and whether he 

Emily C. Williams, MPH1-3

Daniel R. Kivlahan, PhD2,4 
Richard Saitz, MD, MPH5,6

Joseph O. Merrill, MD, MPH3,7

Carol E. Achtmeyer, MN1,2,8

Kinsey A. McCormick, BA1,3 
Katharine A. Bradley, MD, MPH1-3,8,9

1Health Services Research & Development, 
VA Puget Sound Health Care System, 
Seattle, Wash

2Center of Excellence in Substance Abuse 
Treatment and Education, VA Puget Sound 
Health Care System, Seattle, Wash

3Department of Medicine, School of Medi-
cine, University of Washington, Seattle, 
Wash

4Departments of Psychiatry and Behav-
ioral Sciences, University of Washington, 
Seattle, Wash

5Clinical Addiction Research and Educa-
tion Unit, Department of Medicine, Boston 
University School of Medicine, and Boston 
Medical Center, Boston, Mass

6Youth Alcohol Prevention Center and 
Department of Epidemiology, Boston Univer-
sity School of Public Health, Boston, Mass

7Harborview Medical Center, Seattle, Wash 

8Primary and Specialty Medical Care Ser-
vice, VA Puget Sound Health Care System, 
Seattle, Wash

9Department of Health Services, University 
of Washington, Seattle, Wash

Confl icts of interest: none reported

CORRESPONDING AUTHOR

Emily C. Williams, MPH
VA Puget Sound Health Care System
1100 Olive Way, Suite 1400
Seattle, WA 98101
emwilli@u.washington.edu



ANNALS OF FAMILY MEDICINE ✦ WWW.ANNFAMMED.ORG ✦ VOL. 4, NO. 3 ✦ MAY/JUNE 2006

214

READINESS TO CHANGE

has contemplated or tried to change.10-12 One study 
suggested that the effi cacy of brief alcohol counsel-
ing differed for patients with differing readiness to 
change.11 Further, clinicians have reported concern that 
primary care patients who screen positive for alcohol 
misuse will deny that they misuse alcohol or will not 
be interested in discussing or changing their drinking 
when the issue is raised.13-16 Denial of alcohol misuse 
is sometimes assumed to be a characteristic of alcohol 
dependence.14 

Despite its clinical utility, little research has 
addressed the prevalence of denial or readiness to 
change among primary care patients who misuse 
alcohol.11,17,18 No study has described readiness to 
change in a large sample of primary care patients who 
screened positive for alcohol misuse but were not 
recruited into a study focused exclusively on alcohol 
misuse. This study describes readiness to change and 
evaluates its relationship to alcohol misuse severity in 
more than 6,000 outpatients who screened positive for 
alcohol misuse as part of a quality improvement study 
addressing multiple common outpatient conditions. 

METHODS
Setting and Population
General internal medicine outpatients from 7 Veterans 
Affairs (VA) sites (Birmingham, Ala; Little Rock, Ark; 
San Francisco, Calif; West Los Angeles, Calif; White 
River Junction, Vt; Richmond, Va; and Seattle, Wash) 
were surveyed by mail as part of the VA Ambula-
tory Care Quality Improvement Project (ACQUIP).19 
The ACQUIP trial was a quality improvement study 
evaluating the effectiveness of giving clinicians indi-
vidualized feedback based on patient questionnaires 
regarding 6 medical conditions (coronary artery 
disease, diabetes, chronic obstructive pulmonary dis-
ease, hypertension, depression, and alcohol misuse). A 
representative sample of 62,487 patients who visited 
a participating general internal medicine clinic from 
1997 to 2000 received a mailed Health Checklist, 
which included a validated 8-item screen consisting of 
the CAGE Questionnaire (cut down, annoyed, guilty, 
and eye opener), combined with 4 additional ques-
tions about alcohol consequences and previous prob-
lem drinking.20 Potential ACQUIP participants were 
identifi ed through medical records review. A waiver 
of written informed consent was obtained along with 
study approval from the University of Washington 
Human Subjects Committee and the institutional 
review boards at each site. 

Patients who returned this Health Checklist and 
who had a screening questionnaire that was posi-
tive for alcohol misuse (≥1 point)20 on the augmented 

CAGE Questionnaire were mailed a subsequent survey 
instrument, the Drinking Practices Questionnaire, to 
further assess alcohol use. This instrument included 
the 10-item Alcohol Use Disorders Identifi cation Test 
(AUDIT) and 3 readiness-to-change questions (both 
measures described below). Patients were also mailed 
up to 5 other condition-specifi c questionnaires if they 
had indicated they had these conditions. A generic 
cover letter was enclosed with the condition-specifi c 
questionnaires indicating that patient responses might 
be shared with their primary care clinicians as part of a 
study designed to determine whether such information 
improved care. There was no alcohol-specifi c informa-
tion in the cover letter. 

Male respondents to the Drinking Practices Ques-
tionnaire who reported drinking in the past year and 
completed the readiness-to-change, AUDIT, and 
CAGE questions were included in this study. The 
few female respondents were excluded because of sex 
differences in the performance of alcohol-screening 
questionnaires21 and insuffi cient variation in alcohol 
misuse severity among participating women to conduct 
sex-specifi c analyses.

Measures
Readiness to Change
Readiness to change has often been categorized into 3 
stages (precontemplation, contemplation, and action) 
based on Prochaska and DiClemente’s transtheoretical 
model.11,18,22-27 Although contemplation was later bro-
ken down into component stages, the original trans-
theoretical model divided patients into 3 groups: those 
who had no recognition that they drank more than 
they should and who were not trying to change, those 
who had some recognition of drinking excessively 
and who were often contemplating change, and those 
taking steps to change.23 In our study, readiness to 
change was measured using a brief algorithm based on 
3 standardized questions (Figure 1).28 This algorithm 
categorizes patients who misuse alcohol into precon-
templation, contemplation, or action groups based 
on the transtheoretical model.29 The questions are 
designed to guide clinician interventions with patients 
who screen positive for alcohol misuse and to provide 
information about changes in drinking at follow-up 
visits. The questions address any recent changes in the 
patient’s drinking (past 3 months), patient self-recogni-
tion of excessive drinking, and whether the patient had 
considered changing his drinking. In addition to face 
validity, the readiness-to-change algorithm had good 
concurrent validity when compared with the longer 
Readiness to Change Questionnaire by Rollnick et 
al,30 which was validated in a population of female VA 
patients who screened positive for alcohol misuse.28 
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Measures of Alcohol Misuse Severity
Our primary measure of alcohol misuse severity was 
the AUDIT, a validated alcohol-screening questionnaire 
specifi cally developed to identify patients across the 
spectrum of alcohol misuse31 and validated in a male 
VA outpatient population.32 The AUDIT scores range 
from 1 to 40 for drinkers, with higher scores indicat-
ing greater severity.33 The World Health Organization 
recommends the use of 4 severity zones on the AUDIT 
(<8, 8-15, 16-19, ≥20). Brief alcohol counseling is rec-
ommended for those with AUDIT scores ≥8 but <20.33 

Patients with high AUDIT scores are those willing 
to report past-year problems caused by drinking, which 

may, in itself, refl ect increased recognition or willing-
ness to consider changing drinking. We therefore eval-
uated the association between readiness to change and 
2 scores of other brief alcohol-screening questionnaires 
that do not ask explicitly about problems caused by 
drinking in the past year: the 3 AUDIT consumption 
questions (AUDIT-C) and the CAGE Questionnaire. 

The fi rst 3 questions of the 10-item AUDIT, the 
AUDIT-C, address alcohol consumption patterns in 
the past year and have been validated as a brief alco-
hol-screening test. AUDIT-C scores range from 1 to 
12 for drinkers, and a score of 4 or more is effective 
for screening for alcohol misuse in men.34 Typical con-

 Figure 1. Readiness to change of patients enrolled in the study.

Patients who met 
eligiblity criteria (6,419)

“I recently cut down on 
my drinking;” or “I recently 

quit drinking.”
(n = 941)

“I think about drinking less once 
in a while;” or “I would like to but 
have not been able to drink less.”

(n = 1,141)

“I am not interested in 
changing my drinking habits.”

“Yes, I drink less.”
(n = 2,323)

“Yes, I drink more;” or 
“No, I drink the same.”

Are you interested 
in drinking less?

Do you drink more 
than you should?

Has the amount you drink 
changed in the past 3 months?

“I probably drink more 
than I should;” or “I possibly 
drink more than I should.”

(n = 392)

“I do not drink 
more than I should.”

(n = 1,622)

Precontemplation 
(1,622, 25%)

Contemplation
(1,533, 24%)

Action
(3,264, 51%)
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sumption reported on these questions is imprecise and 
on average underestimates actual consumption,35 but 
increasing scores are related to increasing severity of 
self-reported alcohol-related problems in the past year.36 

The 4-item CAGE is an effective screening test 
for active alcohol abuse and/or dependence (possible 
scores 0 to 4) but is less sensitive for detecting patients 
with milder alcohol misuse.32,37 A “yes” response to any 
CAGE question (score ≥1) indicates a positive fi nd-
ing for active alcohol abuse and/or dependence in this 
population,32 although ≥2 has often been used.38 The 
CAGE score is associated with increasing severity of 
problems caused by drinking in the past year reported 
on the AUDIT, but the relationship is weaker than that 
with AUDIT-C scores.36 

Demographic Characteristics
Patient age and race were obtained from VA electronic 
medical records. Other demographic characteristics 
including income, education, and marital status were 
obtained from the ACQUIP questionnaires. 

Analyses
Descriptive analyses assessed demographic and clinical 
characteristics, alcohol-screening results, and the preva-
lence of precontemplation, contemplation, and action 
in the study sample of ACQUIP participants who 
screened positive for alcohol misuse on the augmented 
CAGE Questionnaire and completed the readiness-to-
change questions. To evaluate nonresponse bias, demo-
graphic characteristics and alcohol misuse severity mea-
sures from the Health Checklist were cross-tabulated 
for study participants and nonparticipants, and Pearson 
�2 statistics were obtained to identify differences. 

Analyses fi rst evaluated the association of readiness 
to change with alcohol misuse severity as measured 
by the AUDIT. The proportion of patients with each 
AUDIT score who were in the contemplation or action 
group was evaluated and depicted graphically. Lin-
ear-by-linear �2 tests were then completed to test the 
association between readiness groups and all alcohol 
misuse severity measures (� = .05). To explore further 
the association of readiness to change with the severity 
of alcohol misuse based on the AUDIT, we evaluated  
responses to each of the 3 readiness-to-change ques-
tions within individual readiness groups (precontem-
plation, contemplation, and action). All analyses were 
carried out using SPSS Version 12.0.39

RESULTS
More than one half the patients returned the Health 
Checklist (32,821; 59% of those eligible) and 11,889 
(36% of respondents) screened positive for alcohol 

misuse (≥1 point)20 on the augmented CAGE; of these, 
6,551 patients (55% of those eligible for this survey, 
10% of the initial study population) completed the 
Drinking Practices Questionnaire. There were 6,419 
male respondents to the Drinking Practices Ques-
tionnaire who reported drinking in the past year and 
who completed the readiness-to-change, AUDIT, and 
CAGE questions. 

The characteristics of the 6,419 participants are dis-
played in Table 1. These respondents represented 55% 
of the men who screened positive for alcohol misuse on 
the initial Health Checklist. When these participants 
were compared with male patients who screened posi-
tive for alcohol misuse was positive but did not respond 
to the Drinking Practices Questionnaire (n = 4,815) or 

Table 1. Demographic Characteristics 
of Participants (N = 6,419)

Characteristic Value

Age in years, mean (SD) 60 (11.5)

Race,* No. (%)

African American 1,199 (19)

White 4,081 (64)

Other 981 (15)

Marital status,† No. (%)

Never married 597 (9)

Currently married 3,163 (49)

Divorced/separated/widowed 2,553 (40)

Education, some college, No. (%) 3,294 (51)

Annual income, No. (%)

<$20,000 3,769 (58)

$20,000-$50,000 1,946 (30)

>$50,000 704 (11)

10-item AUDIT score, No. (%)

1-7 (zone 1) 4,083 (64)

8-15 (zone 2) 1,543 (24)

16-19 (zone 3) 290 (5)

20-40 (zone 4) 503 (8)

AUDIT-C score, No. (%)

1-3 2,427 (38)

4-5 1,749 (27)

6-7 1,031 (16)

8-9 667 (10)

10-12 545 (9)

CAGE score, No. (%)

0 1,595 (25)

1 1,424 (22)

2 1,598 (25)

3 1,095 (17)

4 707 (11)

AUDIT = Alcohol Use Disorders Identifi cation Test; AUDIT-C = 3 AUDIT con-
sumption questions; CAGE = CAGE Questionnaire (cut down, annoyed, guilty, 
and eye opener). 

* n = 6,261, missing data for 158 subjects.
† n = 6,269, missing data for 150 subjects.
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indicated they no longer drank alcohol (n = 389), study 
participants were slightly older (59.5 vs 58.1 years); were 
more likely to be white (64% vs 53%), married (49% vs 
43%), retired (39% vs 35%), and to have attended col-
lege (51% vs 46%); and reported incomes greater than 
$20,000 per year (41% vs 36%) (P <.001 for all mea-
sures). Participants were also more likely than eligible 
nonrespondents to the Drinking Practices Questionnaire 
to have a positive score on the AUDIT-C (≥4 points) 
(67% vs 58%; P <.001) and less likely to score 2 or more 
points on the CAGE (53% vs 60%; P <.001) on the ini-
tial Health Checklist questionnaire. 

The 6,419 respondents refl ected a broad spectrum 
of alcohol misuse severity based on responses to all 3 
measures, with 36% of patients having AUDIT scores 
≥8. According to their responses to the readiness-to-
change questions, 25% were categorized into precon-
templation, 24% into contemplation, and 51% into 
action. When readiness groups were cross-tabulated 
with alcohol misuse severity measures, there were sig-
nifi cant, positive linear-by-linear associations between 
readiness groups and alcohol misuse severity (P <.001) 
(Table 2).

Because of the algorithm used to defi ne the precon-
templation and action groups (Figure 1), analyses of 
individual responses to readiness-to-change questions 
among patients categorized into these groups showed 
relatively homogenous responses (data not presented). 
Patients who were categorized into the contemplation 
group, however, had potentially important variation in 

responses to the 3 individual readiness-to-change ques-
tions. Specifi cally, the proportion of patients in the 
contemplation group who reported “I am sure I drink 
more than I should” increased as the severity of alco-
hol misuse increased: 4% in AUDIT zone 1 (AUDIT 
scores <8); 16% in zone 2 (AUDIT scores 8 to 15); 
39% in AUDIT zone 3 (AUDIT scores 16 to 19); and 
69% in zone 4 (AUDIT scores >20). Similarly, higher 
severity of alcohol misuse was associated with increas-
ing percentages of patients in the contemplation group 
reporting wanting but not having been able to reduce 
drinking: 3% in AUDIT zone 1; 10% in AUDIT zone 
2; 27% in AUDIT zone 3; and 60% in AUDIT zone 4. 

DISCUSSION
In this population of male VA primary care patients 
who screened positive for alcohol misuse in the past 
year, 75% indicated some readiness to change. Con-
trary to a stereotype that patients with alcohol misuse 
will deny concerns about their drinking, most patients 
whose tests were positive for alcohol misuse in this 
population indicated they drank more than they should 
or had considered or tried decreasing drinking. More-
over, readiness to change increased steadily as the 
severity of alcohol misuse increased. Among patients 
who scored 8 or more on the AUDIT, indicative of 
a high likelihood of active alcohol use disorders in 
this population,34,35 readiness to change was relatively 
stable, with more than 90% of patients indicating that 

they drank excessively or 
had considered change 
(Figure 2).

Findings of the pres-
ent study were consistent 
with those of 2 previous 
primary care studies.11,17,18 
Both required that patients 
provide written informed 
consent to participate in 
a study of their drink-
ing. One study was small, 
and 56% of the 184 par-
ticipating patients who had 
positive CAGE scores no 
longer drank alcohol.18 The 
other study used a sample 
of patients recruited for a 
randomized controlled trial 
of brief alcohol counsel-
ing interventions.11 In that 
study, 78% of patients who 
had positive test results 
did not participate in the 

Table 2. Participants Categorized Into Readiness to Change Groups 
Stratifi ed by Alcohol Screening Scores

Alcohol Misuse 
Severity Score

Precontemplation
n (%)

Contemplation
n (%)

Action
n (%) Total

P 
Value

AUDIT <.001

<8 1,518 (37) 631 (15) 1,934 (47) 4,083

8-15 96 (6) 535 (35) 912 (59) 1,543

16-19 5 (2) 122 (42) 163 (56) 290

>20 3 (1) 245 (49) 255 (51) 503

AUDIT-C <.001

1-3 956 (39) 167 (7) 1,304 (54) 2,427

4-5 497 (28) 444 (25) 808 (46) 1,749

6-7 113 (11) 362 (35) 556 (54) 1,031

8-9 36 (5) 278 (42) 353 (53) 667

10-12 20 (4) 282 (52) 243 (45) 545

CAGE <.001

0 672 (42) 297 (19) 626 (39) 1,595

1 283 (20) 386 (27) 755 (53) 1,424

2 357 (22) 418 (26) 823 (52) 1,598

3 197 (18) 272 (25) 626 (57) 1,095

4 113 (16) 160 (23) 434 (61) 707

AUDIT = Alcohol Use Disorders Identifi cation Test; AUDIT-C = 3 AUDIT consumption questions ; CAGE = CAGE Ques-
tionnaire (cut down, annoyed, guilty, and eye opener). 
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trial, potentially limiting the generalizability of their 
fi ndings. Our study is the fi rst to describe readiness 
to change in a large sample of primary care patients 
who screened positive for alcohol misuse but were not 
being recruited into a study focusing exclusively on 
their drinking. 

This study has several noteworthy limitations. First, 
our population consisted of male VA patients who were 
predominantly white and older, which may limit the 
generalizability of our fi ndings to women and other 
primary care populations. Second, nonresponse bias 
could have infl uenced our fi ndings. Forty-fi ve percent 
of patients who screened positive for alcohol misuse 
on the initial ACQUIP survey were not included in 
these analyses. Nonparticipants were more likely to 
screen positive for a lifetime history of alcohol abuse 
or dependence on the CAGE, but were less likely 
to report high levels of current consumption on the 
AUDIT-C. Lower AUDIT-C scores among nonre-
spondents could refl ect underreporting of alcohol use. 
Even in the unlikely event that all nonrespondents 
to the Drinking Practices Questionnaire were in the 
precontemplation group, however, almost one half of 
the resulting sample would still have been classifi ed in 
contemplation or action. Social desirability could also 
have accounted for some of our fi ndings. Patients who 

were not interested in changing might minimize their 
alcohol misuse and related problems or overreport 
recent decreases in their drinking so that their primary 
care clinicians would not bother them about their 
drinking. Finally, the algorithm used to measure readi-
ness to change in this study has been validated only in 
a female VA population.28 

The study also has several important strengths. 
First, the size of the sample is a strength, as is that more 
than 10% of the entire eligible study sample screened 
positive for alcohol misuse and returned the Drinking 
Practices Questionnaire. Additionally, the prevalences 
of self-reported alcohol misuse and related problems 
were high, decreasing the likelihood that high rates of 
readiness to change refl ected social desirability bias 
and providing rich variation in alcohol misuse among 
participants. Finally, although the readiness-to-change 
questions have been validated in only women veterans, 
the brevity and clinical accessibility of this instrument 
makes it one of our study’s unique strengths. 

This study indicates that most primary care 
patients who screened positive for alcohol misuse and 
who returned a questionnaire that assesses alcohol 
misuse had some recognition that they drink more 
than they should and/or have at least contemplated 
drinking less. Moreover, as screening scores increased, 

Figure 2. Percentage of male patients in contemplation or action groups by scores on 
the full 10-item AUDIT (n = 6,419). 

Pe
rc

en
t

0

20

40

60

80

100

ContemplationAction

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20-40

AUDIT Score

AUDIT = Alcohol Use Disorders Identifi cation Test.



ANNALS OF FAMILY MEDICINE ✦ WWW.ANNFAMMED.ORG ✦ VOL. 4, NO. 3 ✦ MAY/JUNE 2006

219

READINESS TO CHANGE

patients were more likely to report wanting but hav-
ing been unable to decrease drinking. These fi ndings 
have several implications for clinicians. First, primary 
care clinicians sometimes expect patients to deny their 
alcohol misuse when the issue is raised.13-16 Such denial 
is often thought to be especially common among 
patients with the most-severe problems, indicative of 
alcohol dependence.14 

Our fi ndings support fi ndings of previous studies 
in more-select populations that suggest the opposite is 
true. The more a patient drinks and the more severe his 
problems caused by drinking, the more likely he will 
report recognition of or interest in changing his drink-
ing. A recent study of clinicians’ attitudes and their 
association with smoking cessation counseling reported 
that clinicians’ perceptions that patients are not willing 
to quit smoking were associated with a lower counsel-
ing proclivity.40 Similar clinicians’ attitudes may be a 
barrier to conducting brief alcohol counseling interven-
tions among patients with alcohol misuse. Our fi nding 
that most primary care patients with alcohol misuse 
report some level of readiness to change could help cor-
rect such attitudes. Second, these fi ndings suggest that 
primary care clinicians could use scores obtained from 
brief alcohol-screening questionnaires as an indicator 
of readiness to change. Patients whose screening tests 
are positive but who have low scores are least likely to 
recognize they drink more than they should or to con-
sidered changing; brief advice aimed at assisting with 
problem recognition and building motivation may be 
most appropriate for these patients. 

Maisto et al found that low levels of readiness to 
change at baseline were associated with improved 
drinking outcomes at follow-up for patients who 
received brief advice.11 Taken with our fi ndings, we 
hypothesize that patients with the least severe alcohol 
misuse, who are least likely to recognize that they 
drink excessively or to have contemplated change, 
may benefi t most from brief alcohol-related advice in 
primary care settings.11 This stance is consistent with 
current evidence-based guidelines that recommend 
screening for the entire spectrum of alcohol misuse in 
primary care settings.4,41 Appropriate and brief screen-
ing tests for this purpose include the AUDIT-C or 
single-item questions about binge drinking.34,42,43 

That patients in this study with higher alcohol-
screening scores were more likely to indicate recogni-
tion of their alcohol misuse or interest in changing 
should not be confused with readiness to enter special-
ized alcohol treatment. Many patients in this study’s 
contemplation group reported wanting but having 
been unable to decrease drinking, which was positively 
associated with the severity of alcohol misuse. Patients 
with more-severe alcohol misuse may need more-

intense or repeated primary care interventions to sup-
port them toward specialized addictions treatment or 
abstinence.44,45 Similarly, it is unknown whether indica-
tion of readiness to change by primary care patients 
will result in subsequent changes in drinking, though 
patient readiness to change has been associated with 
decreased drinking in hospitalized patients.27 Further 
research is needed in both of these areas. 

In conclusion, this study shows that most primary 
care patients who screen positive for alcohol misuse 
indicate concern about or are considering changing 
their drinking. Further, simple questions can elicit 
statements refl ecting readiness to change, and patients 
with the highest alcohol-screening scores and greater 
alcohol misuse severity are most likely to indicate some 
readiness to change drinking. These fi ndings should 
help counter clinician attitudes that patients with alco-
hol misuse deny excessive drinking or will not be inter-
ested in changing. 

To read or post commentaries in response to this article, see it 
online at http://www.annfammed.org/cgi/content/full/4/3/213. 

Key words: Alcohol drinking; alcoholism/diagnosis; patient acceptance 
of health care
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The expansion of women in the military is reshaping the

veteran population, with women now constituting the

fastest growing segment of eligible VA health care users.

In recognition of the changing demographics and spe-

cial health care needs of women, the VA Office of Re-

search & Development recently sponsored the first

national VA Women’s Health Research Agenda-setting

conference to map research priorities to the needs of

women veterans and position VA as a national leader in

Women’s Health Research. This paper summarizes the

process and outcomes of this effort, outlining VA’s re-

search priorities for biomedical, clinical, rehabilitation,

and health services research.
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C onsistent with strategic planning processes led by the

Department of Veterans Affairs (VA) to ensure that in-

creasingly scarce resources are invested in areas of highest

priority, the VA Office of Research & Development (ORD) has

initiated a process of analyzing and evaluating its research

portfolio. In recognition of the changing demographics and the

special health care needs of women, the ORD has assigned re-

search on women’s health a high priority and it is one of the

first topics to undergo such review. Over the last decade, the

VA has built an increasingly productive portfolio of research in

all 4 of its Research and Development Services (Biomedical

Laboratory, Clinical Science, Rehabilitation, and Health Serv-

ices), with significant potential to improve the health of women

veterans. The purpose of this paper is to summarize the VA’s

current research efforts related to women’s health, describe

the agenda-setting process, and present the resulting national

VA Women’s Health Research Agenda.

VA WOMEN’S HEALTH RESEARCH AGENDA-SETTING
PROCESS

In early 2004, the VA Office of Research & Development tasked

VA HSR&D Service with oversight of the development of the

first national VA Women’s Health Research Agenda that would

span all 4 Research and Development Services. Representa-

tives from across the country with demonstrated track records

in VA Women’s Health Research were invited to join a national

planning group, create an agenda-setting plan, and enact it.

The Planning Group developed a 4-step action plan, designed

to meet the health care needs of women veterans and position

VA as a national leader in Women’s Health Research (Table 1).1

Appraisal of the VA’s Research Portfolio

As of fiscal year 2003, funding of Women’s Health Research to

VA-based investigators totaled $27.9 million for 273 studies

(National Institutes of Health [NIH], foundation, private, other

federal and government, and VA funding combined), consti-

tuting 2.6% of all funding reported by VA investigators ($1.08

billion). Although the absolute amount of funding increased

from 2000 to 2003, there was a decline in the overall propor-

tion of Women’s Health Research funding in relation to total
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funding (Table 2). The majority of funding for Women’s Health

Research among VA investigators was from NIH sources (Fig.

1). The VA-funded portion, $6.9 million, amounted to about

25% of each dollar spent on Women’s Health Research in 2003,

or 1.9% of the $366.9 million total VA research funding. VA

increased its investment by almost $1 million in Women’s

Health Research between 2002 and 2003, while total funding

for Women’s Health Research by all funding sources and total

VA funding declined in the same period (Table 2). The catego-

ries with the highest funding included chronic diseases, aging,

Table 1. Four-Step Action Plan Toward a VA Women’s Health Research Agenda

Action Plan Approach Outcome

Step #1: Critically appraise the VA
research portfolio

Obtain and review history of funding among VA
researchers

Conducted portfolio analysis of VA women’s health
research funding

Analyze data by types of funding (e.g., VA, other
federal, private, foundation)
Analyze data by research area (e.g., aging, mental
health, reproductive health)

Established methods for ongoing monitoring of VA
women’s health research portfolio

Step #2: Obtain systematic
information about the health and
health care of women veterans to
provide an evidence base for the
research agenda

Conduct gender-specific analyses of an array of VA
secondary data

Obtained analyses from 151 centers in support of
agenda-setting process

Conduct a systematic women veterans’ literature
review

Completed a systematic literature review

Developed a web-based bibliography

Step #3: Based upon gaps between the
current VA research portfolio (Step #1)
and the assessment of the evidence
base (Step #2), identify strategic
priorities for the VA women’s health
research agenda

Adapt priority-setting strategies used by other
agencies (e.g., NIH Office of Research on Women’s
Health, AHRQ)

Created a compendium of women’s health research
initiatives

Review VA strategic plans (e.g., Women Veterans
Health Program, Advisory Committee for Women
Veterans)

Conducted the first national VA women’s health
agenda-setting conference (Nov 2004)

Conduct gap analysis, priority-setting, and
consensus development in an agenda-setting
conference

Disseminated web-based products from all steps

Step #4: Foster the conduct of VA
women’s health research

Build research capacity through improved
collaboration, networking, and mentoring

Created a VA women’s health research website�

Solve methodologic challenges (e.g., small sample
sizes)

Created a Listserv for use by VA women’s health
researchers

Increase awareness and visibility of VA women’s
health research

Develop web- and cyber-based educational
modules on key methodologic issues

�VA women’s health research website (http://www.va.gov/resdev/programs/womens_health/) contains background information on women veterans,

summaries, and online presentations from the VA women’s health research conference, and other useful announcements and links.

Table 2. Women’s Health Research Funding Portfolio Among VA Investigators

Year Total Funding Women’s
Health Funding

Percent

Women’s Health Research as percent
of total research funding (all funders)
2000 $821,032,693 $25,680,259 3.1
2001 $928,540,420 $28,896,057 3.1
2002 $1,010,795,393 $30,788,988 3.0
2003 $1,079,979,025 $27,933,800 2.6

Women’s Health Research as
percent of total research funding
(VA only)
2000 $313,967,151 $6,074,963 1.9
2001 $333,564,215 $6,097,515 1.8
2002 $370,290,877 $6,018,916 1.6
2003 $366,908,456 $6,931,449 1.9

Year Total Number
of Projects

Number of
New Projects

Number of
Investigators

Numbers of Women’s Health Research
total projects, new projects and
investigators (all funders)
2000 309 117 212
2001 319 109 213
2002 301 91 204
2003 273 65 192

Source: U.S. Department of Veterans Affairs, Office of Research and Development (ORD), 2004.

S94 JGIMYano et al., Toward a VA Women’s Health Research Agenda



breast cancer, and osteoporosis (Fig. 2). VA’s research invest-

ment was highest in mental health, where it exceeded non-VA

funding (67% of total). Little Women’s Health Research has

been funded on substance abuse, cancers other than breast,

or Alzheimer’s disease.

We also examined VA-funded Women’s Health Research.

Some of the VA’s hallmark studies include the National Viet-

nam Veterans Readjustment Study, which included women

veterans2–6; studies of the impact of military environmental ex-

posure on reproductive outcomes among U.S. women Vietnam

veterans7,8; the first national assessment of the health status

and effects of military service on self-reported health among

women veterans who use VA ambulatory care9–13; analyses

of the large survey of veterans, which included over 30,000

women veterans14; and an evaluation of the surgical risks and

outcomes of women treated in VA hospitals.15–17 Table 3

presents highlights of recent VA Women’s Health Research.

Establishing the Evidence Base for Agenda
Development

One of the goals of the VA research agenda-setting process was

to build a systematic evidence base that supported the align-

ment of VA research priorities with the health-related needs of

women veterans. We used 2 strategies to accomplish this goal,

which included (1) capitalizing on VA’s extensive clinical and

administrative data repositories to conduct gender-specific

analyses18 and (2) conducting a systematic literature review

and synthesis through a partnership with the Southern

California Evidence-Based Practice Center.

Secondary Analyses of VA Data. Our objective was to identify

high-prevalence, high-cost, high-impact conditions among

women veterans, as well as conditions with disproportionate

burden among women (e.g., obesity, incontinence, osteoporosis)

or with distinct clinical presentations in women (e.g., coronary

artery disease). We began by listing the available data sources

for conducting queries by gender (Table 4). Over 15 research

centers responded to our requests for gender-specific analyses

of existing data, demonstrating both the capacity and commit-

ment to furthering the VA Women’s Health Research Agenda.

While the results of these secondary analyses are too numerous

to cover here, subsequent priority-setting was informed by the

most prevalent diagnoses (e.g., post-traumatic stress disorder

[PTSD], arthritis, chronic low back pain, hypertension, chronic

lung disease, depression), most commonly prescribed drugs

(e.g., simvastatin, levothyroxine, lisinopril), and gender com-

parisons in patient satisfaction, quality, and costs of care. This

process highlighted that these data sources had been under-

utilized in the past, demonstrating substantial opportunities

for additional analyses.

Systematic Literature Review. The Office of Research & Devel-

opment commissioned the conduct of a systematic literature

review to develop a synthesis of what is known about women

veterans’ research.19 The resulting review pointed to gaps in

knowledge about specific health risks among women veterans,

quality of care, and treatments for PTSD and other conditions

of high prevalence among women veterans. A full bibliography

is available on request.

Achieving Consensus on Research Priorities

Several governmental agencies and private organizations are

committed to the advancement of Women’s Health Research
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both within and outside the VA. To assure that our approach

and priorities were set within the context of the substantial

work accomplished by others, the Planning Group adapted

themes and strategies used by other agencies and organiza-

tions to develop VA’s research priorities in combination with

empirical evidence regarding patterns of disease burden

among women veterans. These included, for example, the

NIH Office of Research on Women’s Health,20 the Defense

Women’s Health Research Program,21 the TriService Nursing

Research Program,22 and the Society for Research on Women’s

Health.23 We also reviewed strategic planning and advisory

documents from the Women Veterans Health Program,24 and

obtained research recommendations from the Advisory Com-

mittee for Women Veterans,25 and the Defense Advisory Com-

mittee on Women in the Services26 through the Center for

Women Veterans.

We combined results from the work of these other groups,

our own appraisal of the gaps between the current VA research

portfolio (Step #1), and the assessment of the evidence base

(Step #2) and presented them as a foundation for an agenda-

setting conference held in November 2004. Over 50 VA and

non-VA Women’s Health Researchers were invited to partici-

pate in the consensus development effort to synthesize infor-

mation from overviews presented by VA leaders, followed by a

series of presentations summarizing advance work completed

by planning group members.27 Participants were subsequent-

ly divided into 5 workgroups (biomedical, clinical, rehabilita-

tion, health services, and infrastructure), each with a planning

group moderator to help them cull the presented information

and generate research priorities and solicitation topics. Work-

groups then reconvened as a whole, presented their recom-

mendations, and received expert input from a panel of senior

VA leaders in operations and research, and Women’s Health

Research experts at the NIH Office of Research on Women’s

Health28–29 and the Agency for Healthcare Research and

Quality (AHRQ).30

VA’S WOMEN’S HEALTH RESEARCH AGENDA

Biomedical Laboratory Research Priorities

The Biomedical Workgroup established research on sex-based

influences on prevention, induction, and progression of dis-

eases relevant to women veterans as their overarching focus.

Based on current evidence of the prevalence of conditions

among women veterans, the Biomedical research priorities

focused on (1) mental health (especially PTSD, stress, addic-

tion, sexual trauma, and depression), (2) military occupational

hazards (focused on injury and rehabilitation, wound healing,

tissue remodeling, vaccine development, and biological and

chemical exposures), (3) chronic diseases (with emphasis on

diabetes, infections, autoimmunity, osteoporosis, arthritis,

and chronic pain), (4) cancer (focused on etiology and response

to treatment for exposure-related cancers), and (5) reproduc-

tive health (including fertility, contraception, and menopausal

issues).

Because many of these priorities overlap with program-

matic themes of the NIH Office of Research on Women’s Health,

VA researchers will need to remain apprised of advances and

opportunities that cross agency lines. Nonetheless, VA has

unique strengths that will facilitate the advancement of novel

biomedical research.

Clinical Science Research Priorities

The Clinical Science Workgroup focused on the relative paucity

of reliable epidemiologic data on women veterans, spanning

from risks and exposures before entry into the military,

through military experience and exposures, to status after mil-

itary discharge regardless of their ultimate choice of care pro-

vider (VA or not VA). While the Department of Defense (DoD)

has established inception cohorts of female veterans, access to

these data for the purposes of linking past exposures forward

through their veteran years has been problematic. Moreover,

Table 3. Highlights of Recent VA Women’s Health Research�

VA Research Service Highlights of Recent Research

VA Biomedical Laboratory Research
and Development

Identification of a new synthetic estrogen-like compound that reverses bone loss in mice without the
reproductive side effects of conventional hormone replacement therapy
Prevention of a disease resembling multiple sclerosis in female mice through a combined therapy of estrogen
and a T-cell receptor vaccine
Association of systemic lupus erythematosus (SLE) with prolactin, a pituitary hormone that increases during
pregnancy, leading to bromocriptine, a prolactin suppressant, as a potential treatment for SLE

VA Clinical Science Research and
Development (including the
Cooperative Studies Program)

Randomized clinical trial of treatment for PTSD in women veterans (jointly funded by Department of Defense):
First multi-site VA clinical trial focused only on women
12 sites, 284 women veterans and active duty military enrolled
Evaluating efficacy of a type of cognitive behavioral therapy for treating PTSD

VA Rehabilitation Research and
Development

Animal model of stress urinary incontinence being developed and tested to develop new strategies for treatment
and prevention
Estrogen treatment at time of initial injury (rather than prior to or after injury) may facilitate functional
recovery and regeneration of injured nerves
A functional virtual reality model of the pelvic floor and organs being developed for education, simulation of
surgical outcomes, and planning complex surgical procedures

VA Health Services Research and
Development

Evaluation of the prevalence and risks of problem drinking among women veterans
Influence of PTSD, depression, and military sexual assault on physical health/function
Comparison of patient satisfaction in different VA women’s health care models
Assessment tool and intervention to enhance gender-aware VA health care
Identification of women veterans’ ambulatory care use, barriers, and influences

�All VA-funded studies are searchable online at http://www1.va.gov/resdev/.
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few VA clinical studies have been conducted among women

veterans, hindered mainly by the small numbers of women at

individual facilities. Priority recommendations included creat-

ing data use agreements that facilitate VA researchers’ access

to DoD databases on military women. Barring that, creation of

a prospective cohort of women upon discharge from the mili-

tary (i.e., when they become veterans) should be pursued to

build the necessary foundation for future VA research.

In the interim, the Clinical Sciences Workgroup identified

special conditions and populations on whom VA clinical re-

search should be focused, including (1) pregnancy and fertility

issues, (2) returning military and reservists, (3) long-term care,

(4) substance abuse and mental health, (5) homelessness, (6)

PTSD and military sexual trauma, and (7) recent amputees.

Rehabilitation Research Priorities

The VA’s Rehabilitation Research and Development (RR&D)

Service spans biomedical, clinical, and health services research

in service of maximizing function and quality of life (including

vocational outcomes), preventing and treating secondary com-

plications, and addressing psychosocial issues associated

with disability and recovery. The Rehabilitation Workgroup es-

tablished 6 priority conditions/diseases, focused on the reha-

bilitative aspects associated with (1) arthritis, (2) chronic pain,

(3) obesity, (4) osteoporosis/fall-related injuries, (5) amputa-

tion (specifically, socket-fit technology), and (6) reproductive

challenges for disabled women veterans. While some of these

priorities are shared by NIH, VA’s unique contributions include

prosthetics (e.g., menstrual cycle/limb volume variability and

socket-fit for amputees) and rehabilitation engineering (e.g.,

assistive technologies among women with disabilities; gender-

specific technologies for urinary incontinence). Because of VA’s

investment in centralized administrative and clinical data-

bases, VA researchers are also well-positioned to explore

gender differences in chronic pain and obesity in relation to

rehabilitation outcomes. Given the rehabilitation demands of

the injuries incurred by women veterans who have served in

Table 4. Selected Data Sources Available for the Assessment of Women Veterans’ Health and Health Care

Data Source Description

National Survey of Veterans (NSV)� Approximately decennial survey (2001, 1992, etc.) conducted among random digit dial (RDD) veteran samples
augmented by VA administrative lists of VA users to provide national estimates for veterans overall and for key
subgroups (n=20,048, 2001 NSV)
Contains sociodemographic characteristics, period of service, combat exposure, insurance coverage, VA and
non-VA health care utilization, health status, functional limitations, health conditions, eligibility, and more

Survey of Healthcare Experiences
of Patients (SHEPs)w

Adapted from earlier annual patient satisfaction surveys launched in the mid 1990s
Random samples of veteran users of VA services
Contains data on health status, quality of life, health care utilization, satisfaction, etc.

External Peer Review Program
(EPRP)w

Part of VHA’s performance measurement system composed of externally abstracted medical record data from
randomly sampled records of VA users at each VA facility
Patient- and facility-level data on chronic disease quality (e.g., foot sensation exams among diabetics) and
preventive practice (e.g., flu shots)

Large Survey of Veteransw National survey sample of veteran users of VA health care (includes about 33,000 women) (1999)
Includes health status, conditions, satisfaction, utilization, quality of life, etc.

VHA Medical SAS Datasets
(utilization data)z

National administrative data for VA-provided health care used primarily by veterans, but also by some
non-veterans (e.g., employees) (housed in Austin Automation Center)
Includes medical inpatient data (acute, extended, observation, non-VA) organized by stay, bedsection,
procedures and surgeries; outpatient data (visits and events); long-term care data (representing an array
of services in VA nursing homes, community nursing homes, domiciliaries, home-based primary care,
home health care, etc.)

VA-Medicare Dataz Linked VA and Medicare health care utilization data, including Part A and B claims, and patient and provider
information files

Pharmacy Benefits Management
(PBM) Programz

Prescription information for all VA patients who obtain their prescriptions within the VA system (available from
FY 1999 through present)
Useful for studying prescribing habits, drug utilization trends, and pharmacoeconomics

Decision Support System (cost
data)z,‰

Contains data on the cost of care of every individual patient care encounter in VA
Starts from fiscal year 1998 in national extracts organized by inpatient discharges, inpatient treating specialty
files, and outpatient files

National Surgical Quality
Improvement Program (NSQIP)k

National, validated, outcomes-based, risk-adjusted program for measurement and enhancement of surgical
care (begun in 1991)
Currently incorporates all VAMCs and 14 private hospitals with extensive surgical data

Quality Enhancement Research
Initiative (QUERI) Centersz

National initiative to translate research into practice organized around specific conditions (diabetes, mental
health, ischemic heart disease, spinal cord injury, HIV/AIDS, colorectal cancer, stroke, substance abuse)
Selected QUERIs have developed patient registries allowing for disease-based analyses

Women Veterans Health Program
(WVHP) Evaluation#

Organizational data at the VISN, VA medical center, and practice levels, with multiple perspectives available
at the practice-level
Includes structure, staffing, leadership, authority, resource sufficiency, etc.

�Full survey final report and national frequencies online at http://www.va.gov/vetdata/SurveyResults/final.htm.
wAvailable through formal Data Use Agreements with the VA Office of Quality and Performance (OQP).
zVA Information Resource and Education Center (VIREC) (http://www.virec.research.med.va.gov).
‰VA Health Economics Resource Center (HERC) (http://www.herc.research.med.va.gov).
kVA National Surgical Quality Improvement Program (http://www.nsqip.org).
zVA Quality Enhancement Research Initiative (QUERI) (http://www.hsrd.research.va.gov/queri/) (links to individual QUERI Centers also available

through this web address).
#Women Veterans Health Program (WVHP) Office (http://www1/va/gov/wvhp).
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Iraq and Afghanistan, opportunities for using merged DoD-VA

data in service of research capable of improving their quality of

care are being missed. They also recommended joint agency

requests-for-applications (RFAs), for example, between the VA

and the National Institute of Disability and Rehabilitation

Research or within-VA initiatives, for example, between RR&D

and the VA’s Quality Enhancement Research Initiative

(QUERI), leveraging resources and expertise to improve wom-

en veterans’ health and health care related to disabling stages

of QUERI conditions (e.g., stroke).

Table 5. Improving the Infrastructure for Enhancing VA Women’s Health Research

Research Barriers Strategic Problems Solutions

Small number of women
in the VA system

Lack of network or infrastructure to facilitate
research

Develop VA practice-based research networks among VA facilities with
adequate women veteran samples (e.g., recruit sites with a VA
Comprehensive Women’s Health Center or other large caseload sites)

Inadequate knowledge and familiarity with small-
sample study designs and statistics

Improve familiarity and use of VA Cooperative Studies Program (CSP)
for multi-site trials (invite CSP staff to present to VA women’s health
research audiences in different venues)

Lack of reviewer knowledge of small-sample
issues

Address skill and knowledge deficits through educational programs
(e.g., reviewer training, research briefs to investigators, seminars linked
to VA meetings, web- and cyber-education)
Create methodologic briefs for distribution (similar to VA HSR&D
Management Briefs)

Identifying women
veterans who do not use
the VA

Lack of reliable, valid, updated women veterans
registry

Coordinate recruitment and enrollment of recently discharged veterans
through the Transitional Assistance Program (TAP) (i.e., advertise VA
women’s health research)

HIPAA restrictions on accessing data enabling
research across settings

Develop and maintain an updated women veterans’ registry from
military discharge forward
Identify non-VA databases that identify veteran status and foster
inclusion of veteran status in those without such indicators
Forge VA-DoD research partnerships enabling VA researchers to build
on active duty research and offering DoD researchers opportunities
to conduct longitudinal research

Problems with
secondary databases

Lack of coordination with other agencies
(including difficulty obtaining non-VA funds to
study veterans, inadequate outside
understanding of VA relevance)

Forge VA-DoD research partnerships and data sharing agreements
to improve VA investigator access

Lack of relevant variables in centralized data
sources

Develop mechanisms to link VA data to other non-VA databases
(model after VA/Medicare data merge)

Lack of knowledge on available data Incorporate more gender-specific measures in centralized data
collection efforts and database composition

Need for information about outside VA use
(including contract care)

Increase degree of over-sampling of women veterans in ongoing data
collection efforts (e.g., Office of Quality & Performance chart-based or
survey data)
Enhance use of gender-specific data by routinely distributing
aggregated data by gender
Distribute information about data sources that may be used for
assessment of women veterans’ health and health care issues (e.g.,
Listserv, weblinks from the VA R&D Women’s Health Research site to
VA datasets or resource centers)

Perceived barriers to
conducting and
publishing VA women’s
health research

Negative attitudes and misperceptions about
women veterans’ research

Produce regular women veterans’ research updates to larger VA
research community

Pressures on clinician investigators (need for
protected time and methodologic supports)

Assess barriers faced by clinician investigators and evaluate options for
leveraging time

Reviewers within and outside VA with limited
knowledge of women veterans’ health issues

Partner clinician investigators with doctorally trained researchers
where possible

Competing research investment demands and
constrained budgets

Add women’s health researchers to VA scientific review committees

Provide all VA research reviewers with training on issues relevant to
women veterans’ research, including briefings on small sample size
research designs, statistics, and analysis (or consider separate review
groups with needed expertise)
Leverage existing research funding by providing access to
administrative supplements for studies that will add women or female
specimens or animals to do gender comparisons
Provide planning funds to researchers to determine feasibility and
strategies to recruit adequate sample size or specimen quality
Foster creation of VISN pilot funds for research projects that evaluate
women veterans’ health and health care
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Health Services Research Priorities

The Health Services Workgroup focused on development of 2

targeted RFAs, 1 on evaluation of models for delivery of women

veterans’ health care, and another fostering needs assessment

projects. The core goals for delivery model studies focused on

the need to measure the quality associated with different care

models serving women veterans, including, for example, eval-

uations by setting (e.g., large VA medical centers vs. small

community-based outpatient clinics); by type of provider (e.g.,

among fee-basis or contract providers, same-gender providers)

and to evaluate the quality, costs, access, and continuity

tradeoffs women veterans face in different care settings and

for different health conditions (e.g., mental health, specialty

care, gender-specific services). Benchmarking VA-based ac-

cess and quality to services outside the VA is also a priority to

ensure equitable care provision. The Workgroup called for

needs assessment for high-impact conditions, including psy-

chiatric/emotional disorders and military-specific exposures,

assessments of women veterans’ needs and preferences for

health services and their care environment, gender-specific

barriers to access (including issues related to service connec-

tion), and better epidemiologic data on their disease burden

and utilization patterns. Selected on the basis of their likely

impact on health-related quality of life, high-priority condi-

tions included the following:

� Psychiatric/emotional health

� Reproductive health/infertility/pregnancy

� Military-specific exposures

� Bone and musculoskeletal diseases

� Chronic pain

� Behavioral health (e.g., drugs, alcohol, tobacco, stress-

related)

� Obesity/metabolic syndrome/diabetes

� Thyroid disorders

� Urinary incontinence

� Menstrual disorders/menopausal symptoms

� Oral health

� Eye/vision problems

Building an Infrastructure for Fostering the
Conduct of VA Women’s Health Research

At all stages, the need to build an effective infrastructure for

fostering the conduct of VA Women’s Health Research was

deemed central to the success of the resulting agenda. In par-

ticular, while several pioneering VA researchers interested in

exploring women veterans’ health research have made signif-

icant inroads in contributing to our knowledge base over the

past decade, anecdotal stories about perceived barriers to con-

ducting, and publishing research about women veterans chal-

lenged us to ascertain their prevalence.

Conference participants were therefore asked to complete

a brief barriers survey before the conference to permit time for

analysis and feedback (85% response rate, n=28). VA-based

Women’s Health Research was roughly split between the study

of nonveteran women (61%) and veteran women who used the

VA (57%). (Note: Conferees could report more than 1 type of

research, resulting in sums over 100%.) Over a quarter (28%)

conducted research involving women veterans who do not use

VA health care; only 18% had conducted research on women in

the military. Only 18% had done research on biomedical sam-

ples taken from women and 14% on animal studies related to

gender issues, although these figures also reflect the distribu-

tion of survey respondents (18% were biomedical researchers).

The top 5 perceived barriers to conducting VA Women’s

Health Research were cited as: (1) the lack of a network of VA

facilities to recruit women veterans for research studies, (2)

difficulty in identifying women veterans who do not use the VA,

(3) lack of coordination with other agencies (e.g., DoD), (4) lack

of availability of needed variables in centralized databases,

and (5) low numbers of women veterans overall. These results

were reported to all conference participants and provided to

the Infrastructure Workgroup for discussion and suggestions

for resolution.

Details for resolving each identified barrier are listed in

Table 5. Central to building the needed infrastructure is the

development of VA practice-based research networks akin to

those cultivated by AHRQ for primary care research, but

among sites with larger caseloads of women veterans to facil-

itate recruitment efforts. Considerable education of the field

(i.e., reviewers, investigators, non-VA research partners) is al-

so needed to publicize the opportunities and demand for more

VA Women’s Health Research, as well as solutions to some of

the methodologic challenges, such as the Institute of Medi-

cine’s brief on small sample size methods and their role in ad-

vancing research. The value of and potential role for inter-

agency collaborations is substantial, for example, with DoD to

conduct longitudinal research that builds on military cohorts,

and with the National Center for Health Statistics to integrate

veteran status into national surveys, as AHRQ does in the

Medical Expenditure Panel Survey. Finally, backing the agen-

da with new funding is key. VA HSR&D Service has already

published a new Women’s Health solicitation, while planning

grants, pilot funds, and administrative supplements to add

women (or female specimens) to existing studies were pro-

posed to accelerate and promote greater inclusion of women.

Building a consortium of researchers committed to wom-

en veterans’ health research within VA and through university

and other partnerships is a crucial next step. The agenda-set-

ting conference was an important first step in this regard,

building on existing ties across VA and non-VA organizations

and creating new ones. The VA research website has already

fostered new collaborations and mentoring relationships,

while providing access to a searchable database of VA investi-

gators, funded studies and publications. Access to VA datasets

has been enhanced through data use agreements and techni-

cal consultation with 1 or more VA resource centers, such as

the VA Information Resource and Education Center. While

leading VA-funded research still requires a 5/8th VA appoint-

ment, non-VA researchers commonly collaborate with VA-

based researchers, capitalizing on special expertise and com-

mon interests to pursue a broad range of research studies,

whereas other agencies (e.g., National Cancer Institute) also

fund women veterans’ research, providing additional venues

for non-VA researchers to directly contribute to this growing

field.

CONCLUSIONS

Using a systematic evidence base and consensus development

process among stakeholders within and outside the VA, we re-

port on the first national VA Women’s Health Research Agenda.

While the VA made women’s health a research priority in the
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early 1990s, enabling the development and funding of an im-

portant array of studies that spanned the research spectrum

from bench-to-bedside, we anticipate that the level of commit-

ment and strategic planning of this agenda-setting effort has

the potential to serve as a strong foundation for the next dec-

ade of women veterans’ health research. The processes used to

set research priorities also have important implications for

improving research management across diverse programs,

particularly in reference to special populations.

To effectively foster the conduct and expansion of Wom-

en’s Health Research in VA, the consensus was that the VA

Office of Research & Development needs to build research

capacity, solve methodologic issues that limit participation of

women in research, and increase the awareness and visibility

of VA Women’s Health Research. Building bridges to research

partners at agencies with longstanding commitments to

advancing women’s health and improving gender equity will

continue to invigorate the VA research process.31,32

While the VA mandated inclusion of women in all VA stud-

ies in 1983, our assessment of funded research suggests that

compliance has been less than optimal but may not be cor-

rectable without assistance to researchers to recruit greater

numbers of women veterans into their studies. Given fiscal

realities of constrained federal budgets at the same time new

veterans are entering the system, we offer some innovative

solutions to leverage system resources and talents of the VA’s

many investigators and their partners in other systems.
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Voices of Women Veterans (continued)

VA HEALTH CARE EXPERIENCES

‘‘In a real time of need, the VA has by the Grace of God come to my aid. After a 30 year marriage,
my husband wanted a divorce - I lost my home and my business - my retirement and all insurance
I had. Unbeknownst to me, I was in fact eligible for health care. . ..’’

‘‘When I was leaving active duty, I went to a VA counselor who told me that the highest possible
disability rating I could get would be 10%, and that was improbable. So for several years, I forgot
about the VA. My sister encouraged me to try again, and a DAV rep helped me get a 70% rating.
Ever since then, I have been thrilled with the medical care I have received. I have never been made
to feel rushed or unimportant.’’

‘‘As far as health care through the VA system, I could not have asked for better. The doctors and all
other staff are well-trained, knowledgeable, and most of all caring.’’

‘‘Prior to finding out about the women’s clinic within the VA, I did not use the VA because getting
appointments was a hassle.’’

‘‘I never knew until the middle 90s that I could get health care at the VA. Two and a half years ago,
I re-injured my back and had a lot of trouble getting help at the VA. I was sent to and finally paid for
outside care on my own.’’
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