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Abstract Cortical neuron death is prevalent by 9 months

in rTg(tauP301L)4510 tau mutant mice (TG) and surviving

pyramidal cells exhibit dendritic regression and spine loss.

We used whole-cell patch-clamp recordings to investigate

the impact of these marked structural changes on sponta-

neous excitatory and inhibitory postsynaptic currents

(sEPSCs and sIPSCs) of layer 3 pyramidal cells in frontal

cortical slices from behaviorally characterized TG and non-

transgenic (NT) mice at this age. Frontal lobe function of

TG mice was intact following a short delay interval but

impaired following a long delay interval in an object rec-

ognition test, and cortical atrophy and cell loss were

pronounced. Surviving TG cells had significantly reduced

dendritic diameters, total spine density, and mushroom

spines, yet sEPSCs were increased and sIPSCs were

unchanged in frequency. Thus, despite significant regres-

sive structural changes, synaptic responses were not

reduced in TG cells, indicating that homeostatic compen-

satory mechanisms occur during progressive tauopathy.

Consistent with this idea, surviving TG cells were more

intrinsically excitable than NT cells, and exhibited

sprouting of filopodia and axonal boutons. Moreover, the

neuropil in TG mice showed an increased density of

asymmetric synapses, although their mean size was

reduced. Taken together, these data indicate that during

progressive tauopathy, cortical pyramidal cells compensate

for loss of afferent input by increased excitability and

establishment of new synapses. These compensatory

homeostatic mechanisms may play an important role in

slowing the progression of neuronal network dysfunction

during neurodegenerative tauopathies.

Keywords In vitro slice � Whole-cell patch clamp �
Dendritic spines � Synaptic physiology � Axonal boutons

Introduction

Synaptic dysfunction during progressive tauopathy con-

tributes significantly to cognitive decline (review [8, 24]),

yet a detailed understanding of synaptic changes during

early versus advanced stages of pathology is lacking. At

early stages of tauopathy (before cortical neuronal death) in

4-month-old rTg4510 mice, mislocalization of hyperphos-

phorylated tau to spines of hippocampal pyramidal cells

causes removal of GluR1 AMPA receptors from spines and

decreased AMPA receptor-mediated synaptic currents [9].

Prolonged absence of AMPA receptors leads to regression

of spines [14], so this initial loss of receptors may lead to

spine loss as tauopathy progresses. Indeed, significant spine

loss and dendritic regression occur in cortical pyramidal

cells of *9-month-old rTg4510 mice [28] and in hippo-

campal pyramidal cells transfected with mutant tau [41].

The functional consequences of neuron death (deaffer-

entation) and localized structural changes on synaptic

responses of surviving neurons at advanced stages of tau-

opathy are poorly understood. While a decrease in long-term

potentiation in hippocampal neurons has been consistently
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observed in mouse models of tauopathy [22, 37, 46], effects

on baseline glutamatergic transmission are equivocal. Thus

decreased [46], increased [22] or unchanged [37] baseline

field excitatory postsynaptic potential responses have been

reported in the hippocampus of P301S, htau, and pro-

aggregant models during advanced-stage tauopathy.

There are pathological changes to both presynaptic and

postsynaptic structures in the cortex of 9-month-old

rTg4510 mice that would be expected to lead to significant

synaptic dysfunction. On the presynaptic side, a loss of

*50% of cortical neurons occurs [36], resulting in sig-

nificant deafferentation of surviving neurons. As the

number of synaptic inputs to surviving neurons decreases,

this could plausibly lead to postsynaptic changes, including

dendrite and spine regression [28] and an attenuation of

synaptic signal, as observed in the hippocampus of P301S

tau transgenic mice [46]. On the other hand, it is possible

that there is a maintenance or even an increase in synaptic

signaling, as indicated by studies in htau and pro-aggregant

tau mice [22, 37]. If the latter were the case, there would

have to be activation of compensatory mechanisms in

surviving neurons and networks. Indeed such homeostatic

compensation likely occurs during progressive tauopathies

such as Alzheimer’s disease, accounting for the slow time

course of these diseases [35]. Homeostatic maintenance of

signal strength has been demonstrated both when excit-

atory input is increased and when, as in tauopathy, it is

decreased (reviews [43, 44]). In this study, we sought to

determine whether compensatory mechanisms enable

maintained synaptic function in cortical pyramidal cells at

an advanced stage of tauopathy.

Materials and methods

Experimental subjects

Eight rTg(tauP301L)4510 (TG) [27, 32] and seven age-

matched non-transgenic (NT) mice (8.5–9.5 months of

age) on the F1 FVB/129 background were used in this

study. Six TG and six NT mice were used for combined

behavioral, electrophysiological and morphological analy-

ses, and two TG and one NT mice were used for electron

microscopy. Mice were maintained in a pathogen-free

barrier facility with a 12 h light/dark cycle and given

ad libitum access to food and water. Animal use and care

were conducted in strict accordance with standards set

forth by the National Institutes of Health Guide for the

Care and Use of Laboratory Animals and the United States

Public Health Service Policy on Humane Care and Use of

Laboratory Animals. The Mayo Clinic and the Boston

University Institutional Animal Care and Use Committees

(IACUC) approved all animal procedures.

The object recognition test

The object recognition task (ORT) employed here was first

developed by Dere et al. [4] to simultaneously investigate

both the memory for particular objects (the ‘‘what’’ com-

ponent of episodic memory) as well as for their specific

locations (the ‘‘where’’, object-in-place type component of

episodic memory). Previous findings using the ORT have

shown that rodents exhibit a natural predisposition to

explore novel objects more than familiar objects [6]. This

difference can be used as an index for assessing memory

function. Furthermore, mice can remember where an object

is located in space and tend to explore an object in a new

location more than one that remains in the same place [4].

Recent studies have confirmed that while the ‘‘what’’

component of recognition memory relies upon hippocam-

pal function, the prefrontal cortex is responsible for the

‘‘where’’ component [5]. Thus, to evaluate the functional

consequences of alterations to these brain areas in the tau

mice, the present ORT combines both an evaluation of the

traditional familiarity/recognition memory component fol-

lowing either 5- or 15-min delays with an object-in-place

discrimination component to assess the spatial aspect of

recognition memory.

Behavioral assessments were conducted in an open-field

arena (60 9 60 9 28 cm) constructed of dark grey Plexi-

glass walls with plastic flooring subdivided into 16

identical quadrants with equal illumination of all parts of

the field. The test objects consisted of four identical glass

brown bottles referred to as ‘Object A’ and four identical

silver colored aluminum cans referred to as ‘Object B.’ A

video recorder was positioned above the center of the field

and captured on film all locomotion and exploratory

activity for later scoring.

The test had three phases: two Sample Phases with

unique objects associated with each phase and 5 min inter-

phase intervals between them, followed by a Recognition/

Test Phase (Phase 3). Initially, all subjects were habituated

to the testing arena (open field) by placing each mouse

individually into the testing arena and allowing it to

explore for 15 min per day for 3 consecutive days. Fol-

lowing habituation, the ORT began. During each phase of

the ORT, each subject was placed in the center of the

testing arena and allowed to explore the four identical

objects therein for 5 min. The mouse was then returned to

its cage for a 5-min inter-phase delay interval before being

placed back in the arena for the next test phase. After each

phase, all objects and the open field were wiped clean using

a 10% isopropyl alcohol solution to remove any residual

olfactory cues. During a testing session, each mouse

received the following phase sequence: Sample Phase 1:

Exploration of four identical copies of Object A in specific

locations within the arena; Sample Phase 2: Exploration of
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four identical copies of Object B in different specific

locations within the testing arena, and Phase 3: Recogni-

tion/Test with two Object A and two Object B: one of each

type of object was moved to a novel location within the

arena while the other of each type of object was placed in

the original position. There was a 5-min delay interval

between Phases 1 and 2 (for a final retention interval for

Object A of 15 min) and a 5-min delay interval between

Phases 2 and 3 of 5 min (for a final retention interval for

Object B of 5 min).

Test scoring/statistical analysis

Two independent observers, blind to mouse genotype,

reviewed digital footage of each phase of the experiment

and measured each subject’s object exploration and

locomotor activity using a millisecond timer. Object

exploration was defined as the amount of time the sub-

ject spent with its nose oriented toward an object at a

distance of \2 mm. An inter-rater reliability of 80% or

better was maintained throughout the scoring of all

behavioral data. The change in the amount of object

recognition following different delay intervals and treat-

ment conditions (familiarity/temporal component) was

calculated using discrimination ratios. These ratios were

calculated using Phase 3 (recognition phase) data. The

discrimination ratio was calculated by determining the

percentage of time each mouse spent exploring each

object and then dividing that value by the total amount

of time the mouse spent exploring all the objects. These

discrimination ratios were then compared within each

experimental group using multiple Dunnett two-tailed

t tests with retention interval (5 or 15 min) and object

location (original vs. novel) as factors.

Electrophysiology

Mice were killed by decapitation and their brains rapidly

removed and submerged in oxygenated (95% O2, 5% CO2)

ice-cold Ringer’s solution, concentrations (in mM): 25

NaHCO3, 124 NaCl, 1 KCl, 2 KH2PO4, 10 glucose, 2.5

CaCl2, 1.3 MgCl2 (pH 7.4; Sigma-Aldrich, St. Louis, MO,

USA). Then, a tail clipping was removed for confirmatory

PCR genotyping. The frontal cortical hemispheres were

dissected free and cut into 300-lm thick acute coronal

slices with a vibrating microtome. Slices were equilibrated

for 1 h at room temperature (RT) in oxygenated Ringer’s

solution. Individual slices were positioned in submersion

type recording chambers (Harvard Apparatus, Holliston,

MA, USA) on Nikon E600 IR-DIC microscopes (IR-DIC;

Micro Video Instruments, Avon, MA, USA) stages and

continuously perfused with RT oxygenated Ringer’s solu-

tion (2–2.5 ml/min).

Layer 3 pyramidal cells in the dorsal premotor (frontal)

cortex were visualized under IR-DIC optics. For assess-

ment of electrophysiological properties and cell filling,

whole-cell patch clamp recordings were conducted as

previously described [28, 29]. Electrodes were fabricated

on a Flaming and Brown horizontal pipette puller (Model

P87, Sutter Instrument, Novato, CA, USA) and filled with

potassium methanesulfonate internal solution, concentra-

tions (in mM): 122 KCH3SO3, 2 MgCl2, 5 EGTA, 10

NaHEPES, 1% biocytin (pH 7.4; Sigma-Aldrich, St. Louis,

MO, USA). In Ringer’s solution, pipettes had a resistance

of between 3 and 6 MX. Data were acquired with

‘‘PatchMaster’’ software (HEKA Elektronik, Lambrecht,

Germany) and EPC-9 and EPC-10 amplifiers (HEKA

Elektronik, Lambrecht, Germany). Signals were low-pass

filtered at 10 kHz.

Spontaneous excitatory postsynaptic currents (sEPSCs)

were recorded for 2 min from a holding potential of

-80 mV and spontaneous inhibitory postsynaptic currents

(sIPSCs) were recorded for 2 min from a holding potential

of -40 mV. Glutamate receptor-mediated sEPSCs were

blocked by application of the non-NMDA receptor antag-

onist CNQX (10 lM) but not by the application of the

NMDA receptor antagonist APV (20 lM), and were

unaltered in the presence of the GABAA-receptor antago-

nist bicuculline methiodide (BMI, 10 lM). GABAA

receptor-mediated sIPSCs were unaffected by CNQX and

APV and fully blocked by 10 lM BMI. Synaptic current

data were analyzed using MiniAnalysis (Synaptosoft,

Decatur, GA, USA), with the detection threshold set at the

maximum of the RMS noise level (5 pA). For each cell, the

following characteristics of synaptic events were deter-

mined: frequency, amplitude, rise time constant and decay

time constant [12, 13]. The rise time constant and the decay

time constant were determined by fitting averaged traces to

a single exponential function.

Single cell morphometry

During the *15 min recording period cells were simulta-

neously filled with 1% biocytin. Following recordings

slices were sandwiched between filter paper disks and fixed

in 4% paraformaldehyde in 0.1 M phosphate buffered

saline (PBS) solution (pH 7.4) for 4 days. Following fixa-

tion, slices were rinsed in PBS (3 times, 10 min each) and

then placed in 0.1% Triton X-100/PBS for 2 h at RT. Slices

were then incubated in Streptavidin-Alexa 546 (1:500;

Vector Labs, Burlingame, CA, USA) at 4�C for 2 days. In

addition, slices were processed with Thioflavin-S to iden-

tify neurofibrillary tangles (NFTs) as previously described

[28]. Finally, slices were mounted on slides using Prolong

Gold mounting medium (InVitrogen, Eugene, OR, USA)

and cover-slipped.
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Cells were imaged using a Zeiss LSM-510 confocal

laser-scanning microscope, as described in detail previ-

ously [28, 29]. Fluorescence emitted by Alexa-546

(Helium/Neon laser excitation) was collected using a

560-nm band pass filter. For assessment of axons and

dendritic arbors, filled cells were imaged in their entirety at

a resolution of 0.1 9 0.1 9 0.2 lm per voxel with a

210-lm working-distance Plan-Apochromat 409/1.3 NA

oil-immersion objective and 1.5 digital zoom (e.g. Fig. 2).

While image quality and resolution was excellent for the

409 scans, higher magnification (1009) scans of individ-

ual dendritic segments were required for detailed analyses

of dendritic diameter and dendritic spines. For these scans,

one basal branch was scanned in its entirety and the middle

apical trunk and one branch of the distal-apical tuft were

imaged; the proximal third of the apical tree was not

analyzed since there were few or no spines present in this

location in both TG and NT cells. Dendritic segments were

systematically selected for dendritic diameter and spine

analyses. The mid-apical segment was defined as the

middle third of the main apical trunk, the distal apical

dendritic segment was the first second-order dendritic

branch of the apical tuft that also reached the pial surface,

and the basal dendritic segment was the first complete

basilar dendrite arising from the soma that was directly

adjacent to the axon. Dendritic segments were imaged at

high resolution using a UPlanFl 1009/1.3 NA oil objective

lens with a voxel size of 0.022 9 0.022 9 0.1 lm. Each

image stack was first deconvolved using Autodeblur

(Media Cybernetics, Bethesda, MD, USA) to reduce image

blurring in the z-plane. For each neuron, stacks were then

aligned in 3D and integrated into a single volumetric

dataset with Volume Integration and Alignment System

(VIAS) software [30].

For automatic 3D reconstruction, the single volumetric

dataset produced by VIAS integration for each neuron was

imported into the 64-bit version of NeuronStudio [30]

(available at: http://www.mssm.edu/cnic). NeuronStudio

automatically traced the entire dendritic structure of each

cell using a Rayburst-based analysis routine and the

resulting reconstruction was exported as a .swc file. After

the dendritic arbor .swc was generated, the entire axonal

arbor was similarly traced and exported as a separate .swc

file for subsequent analyses of axonal bouton densities.

Axonal boutons (en passant and terminaux), were manually

marked on axon .swc files as they appeared along the axon

in NeuronStudio (e.g. Fig. 6). The length and diameter of

the neurites were then extracted from .swc files using

L-measure [33] (available at: http://cng.gmu.edu:8080/Lm/).

Spines were detected using the Rayburst-based spine

analysis routine of NeuronStudio [19, 25, 30, 31]. Classi-

fication was based on the absence or presence of a spine

neck, on the spine head diameter, and on length. Spines

without a neck were classified as ‘‘stubby’’. Spines with

necks were classified as ‘‘thin’’ if they had a head diameter

of B0.6 lm and as ‘‘mushroom’’ if their head diameter was

[0.6 lm. Finally, spines [3 lm in length were classified

as filopodia.

Light and electron microscopy

Mice used for the light and electron microscopy studies

were deeply anesthetized with sodium pentobarbital (I.P.)

and then perfused transcardially with a fixative solution of

1% paraformaldehyde and 1.25% glutaraldehyde in 0.1 M

cacodylate buffer at pH 7.2–7.4 and 37�C. Brains were

removed and 1-mm thick slices were obtained from the

dorsal premotor cortex at the anteroposterior level between

the anterior commissure and the hippocampus. For each

subject, 3–4 blocks of tissue were prepared for light and

electron microscopic examination as previously described

[11]. One-micron sections were cut with an RMC MT6000-

XL ultramicrotome using a glass knife, mounted on glass

slides and stained at 60�C for 2 min with 1% toluidine

blue. These sections were used for assessment of cortical

thickness and relative neuron number in TG versus NT

frontal cortex. Using a 409 objective, 270-lm wide col-

umns of neurons with visible nuclei, extending from the

pial surface to subcortical white matter in the dorsal pre-

motor (frontal) cortex were counted. Cortical thickness was

defined as the distance between the pial surface and the

interface between cortex and subcortical white matter. Thin

sections for electron microscopy were cut and mounted on

copper grids, then stained using uranyl acetate and lead

citrate. Thin sections were examined and photographed

using a JEOL 100S electron microscope (JEOL USA,

Peabody, MA, USA) and photographic negatives were

scanned at 800 dpi using an Epson Perfection V700 photo

scanner. Estimation of the numerical density of synapses

and size of postsynaptic densities was performed using the

size frequency method as described previously [20].

Cell inclusion criteria and statistical analyses

For electrophysiological recordings with cell filling, 6–8

frontal cortical slices were prepared from each animal.

Electrophysiological data were obtained from 0 to 3 cells

per slice and a maximum of 2 cells in any given slice met

both electrophysiological and morphological inclusion

criteria. A total of 15 TG and 11 NT cells met both strin-

gent electrophysiological and morphological inclusion

criteria. Of the TG cells, seven contained an NFT and eight

did not contain an NFT. Electrophysiological criteria were:

(1) a resting membrane potential of B-55 mV; (2) stable

access resistance; (3) an AP overshoot, and; (4) ability to

fire repetitive APs during prolonged depolarizing current
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steps. Morphological criteria were: (1) an intact soma; (2) a

completely filled dendritic arbor, including spines, and; (3)

no cut dendrites in the proximal third of the apical dendritic

arbor. For assessment of synaptic physiological properties,

cells that met electrophysiological criteria, but were not

morphologically studied in detail, were also included in

this dataset to improve statistical power. Thus for synaptic

physiological studies, a total of 22 TG and 28 NT cells

were analyzed. Statistical comparisons of electrophysio-

logical and morphological data from TG versus NT cells

were performed in Excel (two-tailed Student’s t; two-tailed

Dunnett’s t), Prism (Chi-squared tests) and MiniAnalysis

(Kolmogorov–Smirnov tests). Results are expressed as

mean ± standard error of the mean and significance

defined at the p \ 0.05 level.

Results

Object recognition is impaired in TG mice

Rodents exhibit object recognition memory by exploring

novel objects more than they do familiar objects. Further-

more, when a familiar object is placed in a novel location,

exploration of the object is greater than if the object

remains in the familiar location (indicating object-in-place

or ‘‘where’’ memory). To assess object recognition mem-

ory of mice in the present study, discrimination ratios (time

spent exploring familiar/novel objects or familiar object-

familiar location/familiar object-novel location) were cal-

culated using Phase 3 data (Fig. 1).

Figure 1 illustrates the mean discrimination ratios for

NT and TG subjects for objects in either their original

(O) or a new (N) location and following either a 5- or a

15-min delay interval. If the subjects explored all the

objects equally, independent of time or location, their

discrimination ratios would fall at chance levels (25%,

indicated by the dashed line in Fig. 1). First, to determine

the effect of the delay interval on object recognition

(‘‘what’’ aspect of memory), Dunnett two-tailed t tests were

performed which compared the subject’s discrimination

ratios at 5- versus 15-min delay intervals for objects that

remained in their original location. While delay interval

had no significant effect on the percent of time the NT

subjects spent exploring the objects, this was not the case

for the TG mice. TG mice spent a significantly greater

percent of their time investigating the objects following the

15-min delay when compared with the 5-min delay

(p \ 0.05). This finding indicates that with a longer delay,

the TG mice were significantly impaired in their ability to

remember that they had seen the object before.

A difference between groups was also observed when

the location of the object was taken into consideration.

Following a 5-min delay, both the TG and NT mice

showed a significant increase in the amount of time they

spent exploring an object when it was in a new location

(p \ 0.05), indicating that following a 5-min delay

interval, both TG and NT were capable of object-in-

place (‘‘where’’) type recognition. However, following

the 15-min delay interval, only the NT mice exhibited

this increase (p \ 0.05), while TG exhibited no signifi-

cant preference for exploring the object in its new

location. Because the prefrontal cortex has been shown

to play a critical role in this type of ‘‘object-in-place’’

memory using the object recognition test [1, 6], this lack

of ‘‘where’’ type recognition in the TG mice can be

interpreted as an indication that the neurodegeneration

seen in the frontal cortex of these animals nega-

tively impacts some aspects of their episodic memory

function.

Significant tau pathology in the frontal cortex of TG

mice

We assessed the degree of tauopathy in the experimental

subjects by examining frontal cortical thickness, neuron

numbers and presence of neurofibrillary tangles (NFTs),

and basic morphological and physiological properties of

frontal cortical layer 3 pyramidal cells. Significant cor-

tical shrinkage, neuron loss, and NFTs in the neocortex

of 8- to 9-month-old rTg4510 mice have previously been

established [32, 36]. In the cohort of TG mice in the

Fig. 1 Object recognition is impaired in TG mice. a Mean discrim-

ination ratios for NT mice for objects in the original (O) or novel

(N) location following either a 5- or 15-min delay interval. Mean

discrimination ratios for objects in the original location were

comparable following 5- and 15-min delay intervals. Objects in a

novel location were explored significantly more than objects in the

original location following both 5- and 15-min delay intervals. b TG

mice explored objects in the original location for a significantly

greater percentage of time after a 15-min compared to a 5-min delay

interval, but discrimination ratios for objects in original and novel

locations following a 15-min delay did not differ. Dashed line: chance

level. *p \ 0.05; two-tailed Dunnett’s t test; n: 5 NT, 6 TG mice
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Fig. 2 Advanced tau pathology in TG mice. a Low magnification

photomicrographs of NT and TG dorsal premotor frontal cortex. Grey

matter thickness is notably reduced in TG cortex. b Higher magni-

fication photomicrographs of NT and TG cortex. Pyknotic nuclei

characteristic of degenerating neurons (arrowheads) are common in

TG cortex. c Thioflavin-S stained cortex showing abundant mature

NFTs in TG cortex. Inset layer 3 pyramidal cell filled with biocytin

during recording and subsequently labeled with streptavidin-Alexa

546 (red). The cell contains a Thioflavin-S positive inclusion in the

soma (yellow). d Tiled confocal stacks of NT and TG cells (top

panels), and representative dendritic (middle panels) and axonal

segments (bottom panels) sampled for dendritic spine and bouton

assessment. To the right of the confocal images are corresponding

NeuronStudio reconstructions of the same cells and axonal and

dendritic segments. e Electron micrographs demonstrating degener-

ating profiles in the cortex of a 9-month-old TG mouse, including, (1)

a dystrophic axon with split myelin sheath; (2) a dystrophic axon; (3)

degenerating axonal boutons, and; (4) a degenerating dendritic spine.

Scale bars a 100 lm; b, c 20 lm, d top panels, 40 lm; middle and

bottom panels, 5 lm; e Panels 1 and 2, 1 lm; panels 3 and 4, 0.5 lm
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present study, dorsal premotor frontal cortical grey

matter thickness was reduced by 33% and the number of

neurons was reduced by approximately 30% (Fig. 2a, b),

and many thioflavin-S positive NFTs were present

(Fig. 2c). As we previously reported [28], dendritic

regression occurred in layer 3 pyramidal cells from TG

mice (Figs. 2d, 5a). At the ultrastructural level, myelin

and axon dystrophy and degenerating axonal boutons and

spines were observed (Fig. 2e).

TG cells were more excitable than NT cells, with

significantly depolarized resting membrane potentials and

increased firing rates in response to depolarizing current

steps. Electrophysiological data for the morphologically

characterized cells in the present study are presented in

Table 1. Because no significant difference in the mor-

phology or physiology of tangle bearing versus non-

tangle bearing TG cells was observed [as in Ref. 28]

these cells were grouped for statistical analyses.

Significant reduction in dendritic diameter in TG cells

We previously demonstrated that a majority of frontal

cortical layer 3 pyramidal cells examined in TG mice

exhibit dendritic regression, most prominently in the distal-

apical region [28]. Significant dendritic thinning also

occurs, and is accompanied by an increased prevalence of

dystrophic neurites with varicosities. The presence of the

latter, and the fact that dendrites taper markedly in a so-

matofugal manner, precludes simple assessment of average

diameter of dendritic branches. Thus the dendritic diame-

ters for distal-apical, mid-apical and basilar dendritic

segments (Fig. 3a, b) were plotted as cumulative distribu-

tion histograms (0.05 lm bins; Fig. 3c). No significant

difference in the diameter distribution was observed for

distal-apical branches in NT versus TG cells. TG cells had

a significantly higher proportion of thin (\0.5 lm diame-

ter) mid-apical dendrites compared to NT cells

(p \ 0.0001), and a trend toward a higher proportion of

thin (\0.3 lm) basilar dendrites (p \ 0.08).

Significant reduction in density of dendritic spines

in TG cells is due to a specific loss of mushroom spines

Total spine density was decreased by 25% in the apical

dendritic arbor of TG cells (0.9 ± 0.1 in TG vs. 1.2 ± 0.1

spines/lm in NT; p = 0.05) and a similar reduction (23%)

was observed in the basal dendritic arbor (1.1 ± 0.1 spines/lm

in TG vs. 1.4 ± 0.1 spines/lm in NT; p = 0.06). Spine

Table 1 Basic electrophysiological properties

NT TG pa

Resting potential (mV) -77.1 ± 2.0 -67.9 ± 1.7 0.002

Membrane time constant (ms) 26.6 ± 3.7 37.6 ± 6.3 0.62

Input resistance (MX) 152 ± 29 236 ± 34 0.33

AP firing rateb (Hz) 6.7 ± 2.7 13.7 ± 1.3 0.02

a Student’s t test
b In response to a 180 pA current step

Fig. 3 Reduced dendritic diameter in TG cells. a Tiled confocal

image stacks of representative NT and TG cells. Boxed areas indicate

regions from which dendritic segments were sampled for diameter

assessment. b Confocal images of distal apical, mid-apical, and basal

dendrites. c Cumulative distribution histograms (0.05 lm bins) of the

diameters of distal apical, mid-apical, and basal dendritic segments of

NT and TG cells. Diameter distribution of distal apical branches did

not differ between NT and TG cells, but TG cells had a significantly

higher proportion of thin mid-apical dendrites versus NT cells

(p \ 0.0001; Chi-square test), and there was a trend toward a higher

proportion of thin basilar dendrites in the TG versus NT cells

(p \ 0.08; Chi-square test). Scale bar b 20 lm; n: 15 TG, 11 NT cells
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density on the mid-apical dendritic shaft was not different

between cells from the two groups (2.0 ± 0.1 spines/lm in

TG vs. 2.1 ± 0.3 spines/lm in NT).

To determine whether specific spine subtypes were

preferentially vulnerable, we assessed the relative propor-

tion of spine subtypes (percentage of total spines) along

dendrites of TG versus NT cells. This analysis revealed a

significant reduction in the proportion of mushroom-type

spines in the distal-apical (p \ 0.0004), and basal dendritic

arbors (p \ 0.02), but not the mid-apical branches of TG

cells (Fig. 4). Interestingly, there was also an increase in

the relative proportion of filopodia-type spines along both

distal and mid-apical (p \ 0.01 and p = 0.01, respectively)

but not basal dendrites of TG cells (Fig. 4). There was no

difference in the proportion of thin or stubby spines along

dendrites of TG compared to NT cells, with the exception

of a decreased proportion of stubby spines in the mid-

apical arbor (p \ 0.05; Fig. 4).

Increased spontaneous synaptic activity in TG cells

To examine the functional consequences of advanced tau-

opathy on the network synaptic properties of cortical

neurons, we examined spontaneous excitatory and inhibi-

tory synaptic currents (sEPSCs and sIPSCs) with whole-

cell voltage-clamp recordings. Electrophysiological traces

of sEPSCs and sIPSCs from representative NT and TG

cells are shown in Fig. 5a. The kinetics of sEPSCs were not

significantly different between NT and TG cells (rise time,

NT: 1.23 ± 0.06 ms; TG: 1.22 ± 0.06 ms and decay time,

NT: 6.71 ± 0.47 ms; TG: 6.93 ± 0.65 ms; Fig. 5b, top).

The kinetics of sIPSCs were also not significantly different

between NT and TG cells (rise time, NT: 2.85 ± 0.57 ms;

TG: 2.49 ± 0.53 ms and decay time, NT: 14.23 ±

2.85 ms; TG: 14.37 ± 3.06 ms; Fig. 5b, bottom). These

findings demonstrate that the kinetics of AMPA-receptor

and GABAA-receptor gating are not changed at this

advanced stage of tauopathy.

The mean frequency of sEPSCs was significantly

increased in TG relative to NT cells (Fig. 5c, left;

p \ 0.04), but there was no difference in the mean fre-

quency of sIPSCs (Fig. 5c, left). The mean amplitude of

sEPSCs did not differ in cells from the two groups (Fig. 5c,

right), however, the mean amplitude of sIPSCs was sig-

nificantly higher in TG relative to NT cells (Fig. 5c, right;

p \ 0.05). In order to gain insight into the relative event

amplitude distributions of sEPSCs and sIPSCs in TG ver-

sus NT cells, cumulative amplitude plots of data from all

TG versus all NT cells were generated (Fig. 5d, left and

right, respectively). There was a significant increase in the

proportion of small amplitude (\20 pA) sEPSCs in TG

compared to NT cells (p \ 0.01). Conversely there was a

significant increase in the proportion of large amplitude

([40 pA) sIPSCs in TG cells (p \ 0.0001). The excita-

tion–inhibition ratio was calculated for the frequency of the

synaptic events in the same cells (sEPSC/sIPSC), and was

Fig. 4 Decreased mushroom spines and increased filopodia in TG

cells. a Representative high-resolution 9100 confocal image stacks of

dendritic segments used for assessment of spine subtypes. Exemplar

spine subtypes are labeled (m mushroom, t thin, s stubby, f filopodia).

Representative dendritic segments from a NT (top) and a TG (middle)

cell indicate a reduction in total spine density along TG dendrites.

Regions of TG dendrites with abundant filopodia were common

(bottom). b Bar graphs of mean percent composition of spine

subtypes in distal apical (DA), mid-apical (MA), and basal dendrites

in NT and TG cells. *p \ 0.05; **p \ 0.02; ***p \ 0.0004; two-

tailed Student’s t test; Scale bar 2 lm; n: 15 TG, 11 NT cells
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not significantly different in NT versus TG cells (not

shown).

Increased density of axonal boutons in TG cells

To assess possible anatomical mechanisms of maintained

or increased synaptic responses in surviving neurons in the

frontal cortex of mice in which a large number of neurons

had died and stable spines lost, we sought to determine

whether presynaptic (boutons) as well as postsynaptic

(spines) entities were altered. The axonal plexuses of

neurons from which recordings were obtained were very

well filled (on average more than 5,000 lm of axon per cell

could be reconstructed) which allowed assessment of

density of axonal boutons (Fig. 6a). Axons of TG cells

showed a significant increase in mean density of axonal

boutons compared to NT cells (p \ 0.02) with increases in

both terminaux (p \ 0.04) and en passant bouton types

(p = 0.06).

Increased density of asymmetric synapses and reduced

size of post-synaptic densities in the neuropil of TG

mice

To gain further understanding of mechanisms of main-

tained synaptic function during advanced-stage tauopathy,

we examined individual excitatory (asymmetric) and

inhibitory (symmetric) synapses in layer 3 frontal cortical

neuropil from TG and NT mice (Fig. 7a). The majority of

the synapses were asymmetric, and characterized by a

postsynaptic density (PSD) in both TG and NT mice

(Fig. 7b1). The numerical density of asymmetric synapses

(number per unit volume) was increased in TG neuropil

(p = 0.06) while the numerical density of symmetric syn-

apses was unchanged (Fig. 7b1). We next assessed the

relative proportion of axospinous and axodendritic asym-

metric synapses, and found no difference between TG and

NT mice (Fig. 7b2). There was no difference in the relative

proportion of asymmetric synapses with simple or perfo-

rated PSDs between the two groups (Fig. 7b3). The mean

PSD length was significantly shorter in TG neuropil

(0.28 ± 0.01 lm) compared to NT (0.33 ± 0.01 lm;

p \ 0.01). PSD length was plotted as a cumulative distri-

bution histogram, which revealed a significantly higher

Fig. 5 Increased frequency of sEPSCs and no change in frequency of

sIPSCs in TG cells. a Reconstructions of representative cells from

which whole-cell voltage-clamp recordings of spontaneous postsyn-

aptic currents were obtained. Representative spontaneous excitatory

postsynaptic currents (sEPSCs) and spontaneous inhibitory postsyn-

aptic currents (sIPSCs). b Averaged traces of excitatory and

inhibitory synaptic currents from cells shown in a. Superimposed

averaged traces (right) indicate no significant difference in the

kinetics of either sEPSCs or sIPSCs between NT and TG cells. c Bar
graphs of mean frequency and amplitude of sEPSCs and sIPSCs in

NT and TG cells. d Cumulative distribution histograms (1 pA bins) of

sEPSC and sIPSC amplitudes from NT versus TG cells. The

Kolmogorov–Smirnov test revealed a significant increase in the

proportion of small amplitude sEPSCs (p \ 0.01) and large amplitude

sIPSC (p \ 0.0001) in TG cells compared to NT cells. *p \ 0.05 two-

tailed Student’s t test. Scale bars a top 10 pA and 200 ms, a bottom

40 pA and 200 ms; b top 2 pA and 10 ms, b bottom 15 pA and

10 ms; n: 22 TG, 28 NT cells

b
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Fig. 6 Increased density of axonal boutons in TG cells. a Tiled

confocal image stacks (inverted) of representative NT and TG cells

with reconstructions of axonal arbors indicated in blue. High

magnification images of representative axonal segments are shown

to the right. b Plots of mean density of total, ‘terminaux’ and ‘en

passant’ boutons in TG versus NT cells. #p = 0.06; *p \ 0.04;

**p \ 0.02; two-tailed Student’s t test; Scale bar a 2 lm; n: 8 TG, 4

NT axons

Fig. 7 Increased density but reduced size of asymmetric synapses in

TG neuropil. a Representative electron micrographs from NT and TG

layer 2/3 frontal cortical neuropil. Asymmetric synapses with prom-

inent post-synaptic densities (PSDs) and wide clefts between pre and

postsynaptic membranes are readily apparent. In the field of view on the

left (NT plate), one spine (sp1) is forming an asymmetric synapse with

an axon terminal (A1). Two additional spines (sp2 and sp3) both form

asymmetric synapses with the same axon terminal (A2). These synapses,

in addition to that formed between a fourth spine (sp4) and another axon

terminal (A4), have PSDs that are characteristic in length of those found

at NT synapses (arrows). A dendrite (d1) also forms an asymmetric

synapse with an axon terminal (A3). In the field of view on the right (TG

plate) a spine (sp1) forms an asymmetric synapse with an axon (A1).

While this spine contains a PSD that is comparable in length to many of

those found at NT synapses (left panel, arrows), the PSD at another

spine (sp2) forming an asymmetric synapse with an additional axon

terminal (A2) is shorter in length. There are a higher proportion of

shorter PSDs in TG neuropil (arrows) compared to NT neuropil. An

astrocytic end-foot (asterisk) can be seen encircling a synapse between

a third spine (sp3) and axon terminal (A3) pair. A perforated PSD

(arrowheads) is located at another spine (sp4) that forms an asymmetric

synapse with another axon terminal (A4). A dendrite (d1) can also be

seen in this field of view forming an asymmetric synapse with an axon

terminal (A5). b 1 Mean synapse number per mm3 (± SEM) for

asymmetric and symmetric synapses in TG compared to NT neuropil. 2
Relative proportion of axospinous and axodendritic asymmetric

synapses in NT compared to TG neuropil. 3 Relative proportion of

simple and perforated asymmetric synapses. 4 Cumulative distribution

histograms (0.05 lm bins) of PSD length at TG and NT asymmetric

synapses. There was a significantly higher proportion of shorter PSDs in

TG versus NT neuropil (p \ 0.01; Chi-square test). Scale bar a 1 lm;
#p = 0.06; two-tailed Student’s t test
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proportion of shorter PSDs in TG neuropil compared to NT

neuropil (0.1 lm bins; p \ 0.01; Fig. 7b4).

Discussion

The strong association of synapse loss with cognitive

impairment in Alzheimer’s disease [38] and evidence for

early and progressive synaptic alterations in mouse models

of AD and other tauopathies has led to the widely held

view of these neurodegenerative diseases as synaptopathies

[45]. However, given the relatively slow time course of

neurodegenerative tauopathies, synaptic degradation and

dysfunction are not likely to follow a simple downward

linear path during disease progression. Rather, it is likely

that surviving neuronal networks compensate for neuron

and synapse loss through homeostatic mechanisms that

maintain relatively normal network activity for a period of

time [35]. We took advantage of the rTg4510 mouse model

of progressive tauopathy to examine synaptic function at an

advanced stage of pathology, when extensive neuron loss

leads to significant disruption of cortical networks. It has

been established that by 9 months in these mice, the cortex

has thinned, up to 50% of neurons have been lost, and

NFTs are abundant [36]—all changes that were present in

our experimental subjects. These global changes alone

predict significant perturbations in cortical network func-

tion. However, we also observed, here and previously [28],

significant structural changes to surviving neurons that

would lead to even more severe network dysfunction.

These changes include dendritic regression and thinning,

loss of mushroom spines, and degeneration of spines and

boutons. On the other hand, an increase in filopodia and an

increase in density of presynaptic boutons and asymmetric

synapses were also observed. At a behavioral level,

TG mice were capable of low (5-min delay)—but not high

(15-min delay)—demand recognition memory tasks, indi-

cating that frontal cortical networks are impaired but at

least partially functional in advanced-stage TG mice.

Synaptic function is not reduced in advanced-stage

tauopathy, despite significant degradation

of presynaptic and postsynaptic elements

Degenerative and regressive changes at the advanced stage

of tauopathy studied here predict that synaptic transmission

should be reduced in surviving neurons. For example, since

most inputs to layer 3 pyramidal cells arise from local

cortical circuits (review [15, 18]) it is difficult to imagine a

scenario in which the loss of up to 50% of cortical neurons

would not result in significant deafferentation of surviving

neurons. Significant deafferentation, in the absence of

compensatory response, should lead to reduction in

postsynaptic response frequency and amplitude. Further,

passive cable theory [26] predicts that the reduced dendritic

diameter in TG neurites would result in a reduced length

constant due to increased axial resistance. An increase in

proportion of thin dendrites across a neuronal arbor would

be expected, all other things being equal, to result in a

reduced frequency and amplitude of synaptic currents due

to increased attenuation of signals traversing the dendritic

arbor. Further, a decreased total spine density would be

expected to result in decreased synaptic currents measured

at the soma.

Despite the many reasons to expect a reduction in syn-

aptic responses in surviving neurons in TG mice, we found

that, to the contrary, glutamatergic sEPSCs were increased

in frequency and unchanged in amplitude, while sIPSCs

were unchanged in frequency and increased in amplitude.

Importantly, while the mean amplitude of sEPSCs did not

differ in TG cells, there was a significantly higher pro-

portion of small amplitude events. Moreover, the ratio of

sEPSC to sIPSC frequency in surviving TG cells was

indistinguishable from NT cells, indicating intact excita-

tion/inhibition balance. Thus, it is likely that at an

advanced stage of tauopathy surviving networks of pyra-

midal cells compensate for an initial loss of inputs by

increasing synaptic signaling to maintain network stability.

Evidence for homeostatic mechanisms

in advanced-stage tauopathy

How is it possible that excitatory synaptic transmission is

increased despite substantial structural alterations that

predict depressed synaptic responses in TG cells? We

propose that as tauopathy progresses in the cortex, sur-

viving neuronal networks respond to deafferentation with

homeostatic responses that enable surviving neurons and

networks to maintain stable function despite significant

perturbations in afferent synaptic inputs and structural

changes (Fig. 8). Evidence for homeostatic plasticity has

been provided by studies showing that neurons in culture

respond to activity blockade (functional deafferentation) by

increasing the numbers of postsynaptic AMPA receptors

without altering presynaptic glutamate release [10, 17, 42].

Other studies have demonstrated compensatory changes in

presynaptic mechanisms (with or without postsynaptic

changes) that maintain stable network activity in the face

of reduced activity [2, 16, 39, 40].

Data presented here are consistent with the idea that

synaptic network homeostasis, which promotes an increase

in synaptic signaling in a highly disrupted network, is

accomplished at this advanced stage of tauopathy through

multiple mechanisms. These include increased excitability

of surviving neurons, sprouting of new axonal boutons and

filopodia and formation of new synapses.
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Increased excitability of surviving neurons results

in increased neurotransmitter release

We previously demonstrated that the increased excitability

of TG neurons at *9 months of age is due to a substan-

tially depolarized resting membrane potential in these

neurons, which are thus closer to the threshold for action

potential generation [28]. Why TG neurons are more

depolarized is unclear, although it is plausible that the

presence of depolarizing currents such as the H current in

the soma at higher densities than normal (unpublished

observation) due to impaired trafficking of HCN channels

could contribute. Regardless of mechanism, the increase in

excitability of surviving neurons likely results in an

increase in action potential-dependent release of neuro-

transmitter from presynaptic terminals [2].

Sprouting of new axonal boutons and filopodia by surviving

neurons

Axon sprouting and dystrophy occurs in neurodegenerative

diseases, including Alzheimer’s disease, and it also occurs

in response to experimentally induced lesions in the CNS

(review [3]). The present study shows sprouting of axonal

boutons and an increase in the density of synapses in the

neuropil of TG mice. These changes, along with the

increased excitability of the surviving neurons, likely lead

to increased frequency of sEPSCs in TG cells. Where

might these newly generated synapses occur? In surviving

TG cells there is some contraction of dendrites and a

decrease in the density of spines, especially mushroom

spines, along the remaining dendrites. However, there is a

significant increase in filopodia, which do not normally

exist in abundance in adult cells and are thus likely gen-

erated in response to deafferentation of the parent dendrite.

The asymmetric synapses formed by filopodia have short

PSD profiles and these probably account for the increased

density of synapses in the neuropil of the TG mice, espe-

cially since filopodia often form multiple synapses [7, 21,

23]. It is possible that filopodial synapses are formed by

new axonal boutons generated by surviving pyramidal

neurons. Further, while the mean sEPSC amplitude was not

significantly different between TG versus NT cells,

cumulative amplitude distributions revealed a significant

increase in the proportion of small amplitude events in TG

cells. Since the amplitude of a given synaptic event is

proportional to the size of a given synapse, this finding is

also consistent with the higher proportion of short PSDs in

the neuropil of TG mice.

Other mechanisms

Other homeostatic compensatory mechanisms exist in

functionally deafferented systems (review [44]), which

may also play a role in maintaining function at advanced

stages of tauopathy. These include insertion of new AM-

PAR or other ion channels on remaining spines and

dendrites. It is also possible that changes in the synthesis

and release of signaling molecules known to play an

important role in synaptic scaling, such as BDNF and TNF-

a, are altered during tauopathy [35]. Future studies will

examine these possibilities. Another possible mechanism is

an increase in the proportion of axo-dendritic versus axo-

spinous synapses; however, this would be expected to lead

to larger, not smaller amplitude events measured at the

soma [34]. Further, no differences in the proportion of axo-

spinous and axo-dendritic synapses were seen in TG neu-

ropil. Other, as yet unidentified mechanisms may also play

a role in maintenance of synaptic function in the TG mice.

Conclusions

In summary, we have demonstrated that synaptic responses

in TG cortical pyramidal cells are not reduced at an

advanced stage of tauopathy when network degeneration is

pronounced, and presented evidence for several plausible

homeostatic mechanisms by which synaptic excitation

Fig. 8 Proposed model of homeostatic plasticity in cortical pyrami-

dal cells in tauopathy. As tauopathy progresses in the cortex, neurons

die (1) by an as yet unknown mechanism, leading to deafferentation

of surviving neurons. Surviving neurons respond to deafferentation by

dendrite and spine regression (2, ‘‘loss of function’’) and also with

sprouting of new axonal boutons and filopodia and formation of new

synapses (3, ‘‘gain of function’’). These homeostatic responses,

together with increased excitability, enable surviving neurons and

networks to maintain stable function despite significant perturbations

in afferent synaptic inputs and structural changes
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could be maintained. It is likely that neurons maintain near

normal function until pathology reaches a stage that over-

whelms compensatory mechanisms, or until compensatory

mechanisms themselves become pathological [35].
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